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Abstract: Sentiment analysis, commonly called opinion mining or emotion
artificial intelligence (AI), employs biometrics, computational linguistics, nat-
ural language processing, and text analysis to systematically identify, extract,
measure, and investigate affective states and subjective data. Sentiment analy-
sis algorithms include emotion lexicon, traditional machine learning, and deep
learning. In the text sentiment analysis algorithm based on a neural network,
multi-layer Bi-directional long short-term memory (LSTM) is widely used, but
the parameter amount of this model is too huge. Hence, this paper proposes
a Bi-directional LSTM with a trapezoidal structure model. The design of the
trapezoidal structure is derived from classic neural networks, such as LeNet-5
and AlexNet. These classic models have trapezoidal-like structures, and these
structures have achieved success in the field of deep learning. There are two
benefits to using the Bi-directional LSTM with a trapezoidal structure. One is
that compared with the single-layer configuration, using the of the multi-layer
structure can better extract the high-dimensional features of the text. Another
is that using the trapezoidal structure can reduce the model’s parameters. This
paper introduces the Bi-directional LSTM with a trapezoidal structure model
in detail and uses Stanford sentiment treebank 2 (STS-2) for experiments.
It can be seen from the experimental results that the trapezoidal structure
model and the normal structure model have similar performances. However,
the trapezoidal structure model parameters are 35.75% less than the normal
structure model.
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1 Introduction

Sentiment analysis (SA), commonly referred to as opinion mining, examines, interprets, and
summarizes pertinent texts containing many emotions. It belongs to the field of natural language pro-
cessing (NLP) [1]. Its purpose is to swiftly and effectively extract the emotional content (both positive
and negative) that a text expresses through particular techniques [2]. Sentiment analysis is essential in
scientific research and has a wide range of practical applications, according to its application value and

https://www.techscience.com/journal/iasc
https://www.techscience.com/
http://dx.doi.org/10.32604/iasc.2023.035352
https://www.techscience.com/doi/10.32604/iasc.2023.035352
mailto:zhengfang_he@usep.edu.ph


640 IASC, 2023, vol.37, no.1

field [3–5]. As a result, many scholars began to focus on using the sentimental information provided
by netizens to understand how the public feels about various products, occasions, or personalities [6].

For instance, people may find convenience in sentiment analysis techniques and methodologies.
When a hot topic or contentious event arises in a society, the government can compile online comments
and opinions from the general population as part of its intelligence surveillance program. The corpus
above is investigated using sentiment analysis-related technologies to determine and monitor the
most popular public opinion inclination. It does this by utilizing the legitimacy and power of the
government to influence society’s proper value orientation, maintain social order, and calm internet
users’ emotions when situations occur [7–9]. Further, any group’s collective opinions and emotional
attitudes are significant in this era, and sentiment analysis is utilized to harness its value successfully.
Hence, research and development of appropriate theories and practices are crucial [10,11].

In recent years, online social networking has grown significantly [12], the scale and dimension of
textual data are rapidly increasing [13]. Drawing reliable conclusions from complex public opinion
and online evaluation through human learning takes much work. Therefore, many sentiment analysis
algorithms have been developed and enhanced to solve this problem. There are three types of
sentiment and emotion analysis techniques: emotion lexicon, traditional machine learning, and deep
learning [14].

Compared to emotion lexicon and traditional machine learning algorithms. The deep learning
algorithms can capture more comprehensive text features due to the sophistication of their models
when faced with massive data. A better understanding of the text can also achieve better results in
sentiment analysis. Therefore, the methods using deep learning have become the mainstream methods.

In the text sentiment analysis algorithm based on deep learning, multi-layer Bi-directional LSTM
is widely used [15–18], but the parameters of these models are too huge. And the training and
inference phases of this model require more CPU and memory resources. So, this paper proposes
the Bi-directional LSTM with a trapezoidal structure model. There are two benefits to using the Bi-
directional LSTM with a trapezoidal structure.

1. One is that compared with the single-layer structure, the use of the multi-layer structure can
better extract the high-dimensional features of the text.

2. Another is that using the trapezoidal structure can reduce the model’s parameters.

Reducing model parameters can be beneficial in some contexts, such as edge computing and the
Internet of things (IoT) [19], because fewer parameters require lesser processing resources to enable
inference on these devices than a typical structural model would.

2 Literature Review
2.1 Emotion Lexicon based Algorithms

The notion that documents are made up of related words in the text has changed due to sentiment
analysis based on a lexicon. According to a given probability distribution, the text is viewed as a
collection of phrases or words, and all words expressing feeling are matched with the authoritative
lexicon. The calculating outcome of the matching comparison explains the text’s sentimental polarity.

Generally, algorithms based on an emotion lexicon need to build a lexicon and assign different
sentiment labels or scores to the words in the lexicon. The earliest sentiment lexicon acknowledged by
the academic community, general inquirer (GI), had a capacity of more than 4,200 sentiment words,
1,915 positive words and 2,291 negative words. After that, larger-capacity sentimental lexicons became
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more prevalent. For instance, a sentiment lexicon called Opinion Lexicon was created by Hu et al. with
a capacity of around 6,800 words, 2,006 positive words and 4,783 negative words [20]. Following that,
the SentiWordNet was proposed by Esuli et al. [21] a lexical resource in which each synset of WordNet
was associated with three numerical scores Obj (s), Pos (s), and Neg (s), describing how Objective,
Positive, and Negative the terms contained in the synset were. Each of the three scores ranges from 0.0
to 1.0, and their sum was 1.0 for each synset. This means that a synset might have nonzero scores for
all the three categories, each of the three opinion-related properties only to a certain degree. The latest
version was SentiWordNet 3.0 [22].

Only using an emotion lexicon with positive and negative for sentiment analysis is ineffective,
so there is much work to research on improving the performance. Turney [23] offered a simple
unsupervised learning algorithm for categorizing reviews. The algorithm extracted phrases containing
adjectives or adverbs, estimated each phrase’s semantic orientation by pointwise mutual information
and information retrieval (PMI-IR), then classified the review based on the average semantic orienta-
tion of the phrases. A system was developed by Kim et al. [24]; it automatically extracted the pros and
cons from online reviews by combining lexical features, positional features, and opinion-bearing word
features in sentences. Taboada et al. [25] presented a polarity classification method based on emotion
lexicon, the semantic orientation CALculator (SO-CAL) used lexicons of words annotated with their
semantic orientation (polarity and strength), and incorporated intensification and negation.

The precise operation is to compare and tally with the authoritative sentiment lexicon and
compute each corpus’ score as the text’s sentiment score following predetermined guidelines. The
numerical component represents the intensity of sentiments, and the positive and negative signs
represent the positive and negative feelings, respectively. Counting and statistics are inseparable from
the rule lexicon’s sentiment analysis. Natural language, however, contains a wealth of knowledge.
Coherent sentences convey much information, whereas isolated words may not have much meaning.
Additionally, the impact of context on sentimental information is more significant. As a result,
mechanized word segmentation and counting may be limited and have faulty semantic comprehension.

2.2 Traditional Machine Learning based Algorithms
The core idea of the sentiment analysis model based on machine learning is to digitize textual data

and convert it into a form that machines can recognize. The artificially labeled raw data is divided into
training and test sets, then the model with specific parameters obtained under the training set is used to
achieve sentiment classification. In this field, the mainstream models are naive Bayes (NB), maximum
entropy (ME), and support vector machine (SVM).

The NB model for sentiment analysis has been the subject of numerous investigations. Govin-
darajan, for instance, discovered multiple NB and genetic algorithm combinations. It was found that
the classifiers combined with NB and genetic algorithms had a considerable classification effect [26].
Eronen used the NB model to analyze public opinion while crawling text data from news websites [27].
Wikarsa et al. discovered by literature research that few NB models were used for sentiment analysis of
corpora on Twitter, but these experiments obtained a high accuracy [28]. Similarly, Dey et al. utilized
the NB algorithm to study the sentiment classification of review corpora (such as movies and hotels)
and found moderate results [29].

ME has also been successfully applied in numerous NLP applications. Berger et al. proposed the
maxim likelihood method to generate ME models automatically as a demonstration [30]. To address
the issue that words from the lexicon occasionally failed to convey emotional inclinations in particular
settings, Fei et al. devised an approach based on the ME classification model to identify emotional
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terms in comments [31]. Likewise, Batista et al. proposed a binary maximum entropy classifier for
automatic sentiment analysis and topic classification of Spanish Twitter data [32].

Sharma et al. [33] gathered a corpus of 2000 reviews and suggested a BoostedSVM model built on
SVM through algorithmic development. The experimental findings show that the modified model was
superior to the initial SVM model. In [34], metaphors on Twitter were employed as the research object
by Karanasou et al. based on the SVM model. The classification effect of SVM on the linear kernel
function was improved by calculating the similarity, and it was found that the enhanced model had a
better effect on the metaphor. Han et al. [35] illustrated a Fisher kernel SVM (FK-SVM) function based
on probabilistic latent semantic analysis for sentiment analysis by SVM. The experimental results
showed that the FK-SVM model was better than the basic SVM models.

The training effect of traditional machine learning models usually depends on the quality of data
preprocessing. The training outcome is typically a locally optimal solution because it involves human
interaction. There is no set norm, and there are many uncertainties. The randomness of numerical
vectors makes traditional machine learning models for sentiment analysis less robust.

2.3 Deep Learning based Algorithms
Due to the powerful learning ability of deep learning, it is widely utilized in various fields and

has achieved major breakthroughs. For instance, Bengio et al. [36] proposed an n-gram language
model consisting of a neural network with an input layer, a hidden layer, and an output layer.
Training the model to provide a distributed representation of words avoided the dimensional disaster
catastrophe an enormous lexicon brings. It also benefits from semantic similarity. Subsequently,
Hinton et al. published articles on language models [37–39].

Word vector technique is credited with helping deep learning in NLP to evolve. Mikolov et al. cre-
ated a word2vec model to vectorize words and mine word similarity through vectors. An interesting
finding in this work was additive compositionality. This was crucial for natural language processing
tasks [40,41]. Also, Pennington et al. proposed the glove model, which used local and contextual
information to obtain word vector representations during training [42].

The development of word vectors has led researchers to use deep learning for sentiment analysis.
Kim used word vectors to represent text and convolutional neural networks to extract phrase
representations, outperforming traditional machine learning in sentiment classification [43]. For
text sentiment analysis, Khatri et al. built a single neural network model that produced promising
experimental outcomes. However, the recognition accuracy was reduced for texts with complex
emotional features [44]. According to the sentence structure, Wang et al. set up convolution kernels
of various lengths, divided the text data into several regions, extracted local features from the text
regions using convolution and pooling operations, and then extracted long-distance dependency data
using the LSTM model [45].

Meanwhile, Liu et al. trained unlabeled samples to extract features through an unsupervised
algorithm and then conducted sentiment analysis through an LSTM model. The results show that
combined supervised and unsupervised methods could enhance the model’s classification performance
[46]. A deep recurrent neural network (RNN) built on Bi-directional LSTM was proposed by
Sharfuddin et al. and utilized for sentiment analysis [47]. Xu et al. proposed to use Bi-directional
LSTM to extract text features and then performed sentiment analysis through a feedforward neural
network classifier [48]. Also, some researchers had applied multi-layer Bi-directional LSTM models to
sentiment analysis [15–18]. However, the parameters of these models are too large because the layers
of the models have identical numbers of neurons.
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Compared with traditional sentiment analysis methods, deep learning has a flexible network
structure, can extract abstract nonlinear features using nonlinear functions without additional lexicons
and complex feature extraction algorithms, and has significant research value.

3 Multi-Layer Bi-Directional LSTM with a Trapezoidal Structure
3.1 Overall Model

A schematic diagram of the overall model is shown in Fig. 1. The design of the trapezoidal
structure is derived from classic neural networks, such as LeNet-5 [49], AlexNet [50]. These classic
models have trapezoidal-like structures, and these structures have achieved success in the field of deep
learning.

Figure 1: Overall model

The Bi-directional LSTM with a trapezoidal structure has two advantages. One is that the usage of
the multi-layer structure can better extract the high-dimensional features of the text as compared to the
single-layer structure. Another is that the model’s parameters can be lowered by using the trapezoidal
structure.

In Fig. 1, the model’s input is x1, x2, . . . , xn; the output is ŷ. First, input the x1, x2, . . . , xn to
the embeddings, and get the words’ embeddings vectors. Then input the embeddings vectors to the
trapezoidal structure to get LSTMout. Finally, the LSTMout is connected by a fully connected layer,
and the Sigmoid activation function is used to get the model’s output ŷ.

Some data examples of input and output for the model are shown in Table 1.

As shown in Table 1, when the input is a positive sentence, “The weather is so nice today.”, the
corresponding output of the model is 1. Conversely, when the input is a negative sentence, “I am
saddened by the results of the experiment,” the corresponding output of the model is 0.
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Table 1: Data examples of input and output

Input Output

Emoji Label

The weather is so nice today. 1

I am saddened by the results of
the experiment.

0

3.2 Embeddings
Sentence sequences are entered into the neural network’s input layer. The dimension is 1×T , where

T represents the length of the sequence, and each item is the index of the word in the lexicon. Since
the input layer accepts a sequence of integers, it is necessary to convert the index into a distributed
word vector. This paper uses the embeddings layer to accomplish this goal, which converts integers
into vectors with fixed dimensions. This layer accepts a 1 × T dimension vector, outputs a V × T
matrix, randomly initializes the weight matrix WVN, and performs two-step operations on the input

integer index: First, a unit column vector
→
x

T

of N ×1 dimension is generated, where the index position

is 1; then do a matrix multiplication of WVN and
→
x

T

. The result is shown in Eq. (1).

⎡
⎢⎢⎣

w11 w12 · · · w1N

w21 w22 · · · w2N

...
...

. . .
...

wV1 wV2 · · · wVN

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

0
...
1
...
0

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎣

w1i

w2i

...
wVi

⎤
⎥⎥⎦ (1)

The i in Eq. (1) is the index. The essence of Eq. (1) is a table lookup process, extracting the vector
of the index column, and each column of the matrix WVN represents the distributed representation
of the corresponding lexicon. A neural network layer implements embeddings. This paper uses joint
training for embeddings layer.

3.3 The Trapezoidal Structure
This paper’s multi-layer Bi-directional LSTM model has a trapezoidal structure, which is strictly

an isosceles trapezoid. An isosceles trapezoid is a trapezoid where the base angles have the same
measure. Consequently, the two legs are also of equal length and have reflection symmetry. The
isosceles trapezoid is shown in Fig. 2.

Figure 2: The isosceles trapezoidal
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The model designed in this paper is shown in Fig. 3, where h1 represents the first hidden layer,
h2 represents the second hidden layer, and the sliding window length is K. The sliding window slides
from left to right. The average value of the neurons in the sliding window is calculated each time, and
a neuron in the next layer is obtained. The number of neurons in h1 is N. After sliding to the right, a
total of N − K + 1 neurons in the second layer are generated. In the same way, sliding on the second
layer can generate N−2K +2 neurons in the third layer. So, a decreasing trapezoid structure is formed.

Figure 3: The method of trapezoidal structure

If N = 9 and K = 3, the model will be expanded as shown in Fig. 4.

Fig. 3 is a schematic diagram of sliding from left to right, but this paper uses a Bi-directional
LSTM. So, the neurons of the first layer are 2N; 2N − 2K + 2 and 2N − 4K + 4 are for the second and
third layers. The mathematical expressions behind setting up the Bi-directional LSTM hidden layers
are shown in Eqs. (2) and (3). Equation (2) represents layer 1, and Eq. (3) represents layers 2 and 3.
In Eqs. (2) and (3), the only difference between these two relationships is in the direction of recursion
through the corpus.
→

h(i)
t = f

( −→
W (i)xt +

→
V (i)

→
h(i)

t−1 +
→

b(i)

)
←

h(i)
t = f

( ←−
W (i)xt +

←
V (i)

←
h(i)

t+1 +
←

b(i)

), where i = 1 and t ∈ [1, N] (2)
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Figure 4: The expanded model

→
h(i)

t = f

(
−→

W (i)

∑K−1

j=0 h(i−1)

t+j

K
+

→
V (i)

→
h(i)

t−1 +
→
b(i)

)

←
h(i)

t = f

(
←−

W (i)

∑K−1

j=0 h(i−1)

t+j

K
+

←
V (i)

←
h(i)

t+1 +
←
b(i)

), where i > 1 and t ∈ [1, N − (i − 1) × (K − 1)] (3)

In Eq. (3), the average value of the neurons in the sliding window is calculated by

∑K−1

j=0 h(i−1)

t+j

K
, and

a neuron in the next layer is obtained. Because the average value of the sliding window is calculated,
the neurons in the hidden layer will decrease with the increase of hidden layers, consequently forming
a trapezoidal structure.

In this paper, N = 128 and K = 32. So, the detailed parameters of the trapezoidal structure are
shown in Table 2.

Table 2: The detailed parameters of the trapezoidal structure

Layer Output shape

Bidirectional_1 (Max_Length, 256)
Bidirectional_2 (Max_Length, 194)
Bidirectional_3 (132)

3.4 Bi-Directional LSTM
The neurons of the trapezoidal structure in Fig. 1 use Bi-directional LSTM. A Bi-directional deep

neural network maintains two hidden layers at each time-step, t, one for the left-to-right propagation
and another for the right-to-left propagation. This network consumes twice as much memory space
for its weight and bias parameters to maintain two hidden layers at any time.

Unlike standard feedforward neural networks, LSTM has feedback connections. A common
LSTM unit is composed of a cell, an input gate, an output gate and a forget gate. As shown in Fig. 5, the
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cell remembers values over arbitrary time intervals and the three gates regulate the flow of information
into and out of the cell. The mathematical formulations of LSTM are shown in Eq. (4).

it = σ(Wixt + Uiht−1 + bi) (Input gate)

ft = σ(Wf xt + Uf ht−1 + bf ) (Forget gate)

ot = σ (Woxt + Uoht−1 + bo) (Output gate)

c̃t = tanh(Wcxt + Ucht−1 + bc)

ct = ft � ct−1 + it � c̃t (Cell)

ht = ot � tanh (ct)

(4)

Figure 5: The LSTM cell

As shown in Fig. 5 and Eq. (4), LSTM consists of a cell and three gates. LSTM networks are
well-suited for classifying, processing, and making predictions based on time series data. LSTMs
were developed to deal with the vanishing gradient problem encountered when training traditional
Recurrent Neural Networks (RNNs).

3.5 Training Algorithms of this Model
For the overall model, the input to the model is x1, x2, . . . , xn. First, input the x1, x2, . . . , xn to

the embeddings layer using Eq. (1). Then through the trapezoidal structure with three layers, the first
layer uses Eq. (2), and the second and third layers use Eq. (3). The output of trapezoidal structure is
obtained by Eq. (5).

TSout = g (Uht + c) = g
(

U
[→

ht;
←
ht

]
+ c

)
(5)

In Eq. (5), TS represents trapezoidal structure and shows the classification relationship used for
predicting the next word via summarizing past and future word representations.

After the TSout is obtained from the trapezoidal structure, all the features are connected through
a fully connected layer by Eq. (6).

ŷ = g (W · TSout + b) (6)
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As shown in Fig. 1, the overall model is a binary classification problem, so g in Eq. (6) is a Sigmoid
function [51]. Since g is a Sigmoid function, the entire model can be regarded as a logistic regression
model; hence the model’s loss function is shown in Eq. (7).

L
(
ŷ, y

) = − [
yln

(
ŷ
) + (1 − y) ln

(
1 − ŷ

)]
(7)

In Eq. (7), ŷ is the predicted value and y is the real value. It explicitly represents that the loss
function L is parameterized by the weights and biases, which it generally refers to in machine learning
as θ (θ = w1, w2, · · · , wj; b1, b2, · · · , bk). So, the goal is to find a set of weights and biases that minimizes
the loss function, averaged over all samples are shown in Eq. (8).

θ̂ = argmin
θ

1
m

∑m

i=1
L

(
f

(
x(i); θ

)
, y(i)

)
(8)

Then the gradient descent algorithm is used to update θ . For each sample, its update process is
shown in Eq. (9).

θt+1 = θt − η∇L (f (x; θ), y)

where ∇L (f (x; θ), y) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂

∂w1

L (f (x; θ), y)

∂

∂w2

L (f (x; θ), y)

...
∂

∂wj

L (f (x; θ), y)

∂

∂b1

L (f (x; θ), y)

∂

∂b2

L (f (x; θ), y)

...
∂

∂bk

L (f (x; θ), y)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(9)

To update θ more efficiently, this paper uses the backpropagation algorithm to update the
parameters. In this model, h3 is updated first, followed by h2 and h1.

4 Experiments and Results Analysis
4.1 Data Set and Data Pre-processing

This paper uses the SST-2 [52] dataset. The dataset consists of sentences from movie reviews and
human sentiment annotations. The task is to predict the sentiment of a given sentence. The dataset uses
the two-way (positive/negative) class split and uses only sentence-level labels. The number of samples
is 67,349 for the training and 1,821 for the test.

4.2 Comparison Experiments
In order to verify the validity of the model proposed in this paper, a set of comparative models is

designed for experiments. They are the trapezoidal structure model and the normal structure model,
respectively. Their parameters are shown in Table 3.
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Table 3: The parameters of the trapezoidal structure model and the normal structure model

Layer Trapezoidal structure Normal structure

Output shape Param # Output shape Param #

Bidirectional_1 (Max_Length, 256) 263168 (Max_Length, 256) 263168
Bidirectional_2 (Max_Length, 194) 274704 (Max_Length, 256) 394240
Bidirectional_3 (132) 137808 (256) 394240

This paper uses TensorFlow [53] coding and experiments on GPU. The main parameters of model
training are shown in Table 4.

Table 4: Main parameters of model training

Parameters Value

max_length 32
batch_size 128
training_step 1020
learning_rate 0.005
optimizer AdamOptimizer

4.3 Results and Analysis
In order to verify the trapezoidal structure model’s effectiveness, this paper adds a single layer Bi-

directional LSTM as the benchmark. The training loss and test accuracy curves of the three models are
shown in Fig. 6. The parameters of the trapezoidal and normal structure models are shown in Fig. 7.

Figure 6: Training loss and test accuracy

Fig. 6a shows that the three models converge well. Fig. 6b shows that the trapezoidal and normal
structure models’ accuracies are close on the test set, reaching around 0.89 and higher than the single
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layer. Fig. 7 displays the parameters of the trapezoidal and normal structure models, showing that the
parameters of the trapezoidal structure model are 35.75% less than the normal structure model.

Figure 7: The parameters of trapezoidal and normal structure models

The schematic diagrams of the trapezoidal and normal structure models are shown in Fig. 8. The
neurons of the trapezoidal structure model get progressively smaller after the first layer. As a result,
the trapezoidal structure model’s parameters are smaller than those of the conventional model.

Figure 8: The schematic diagrams of the trapezoidal and normal structure models

As illustrated in Figs. 7 and 8, the trapezoidal and normal structure models are comparable.
However, the normal structure model has more parameters than the trapezoidal structure model.

4.4 Comparison with Other Works and Discussion
This paper tests the accuracy of the classic models on the SST-2 dataset to verify the advance of

the multi-layer Bi-directional LSTM with a trapezoidal structure model. The test results are shown in
Table 5.



IASC, 2023, vol.37, no.1 651

Table 5: The accuracy of other works

Model Accuracy

NB 80.7
SVM 78.6
RNN 81.5
LSTM 85.2
Bi-directional LSTM (single layer) 87.7
Ours (multi-layer bi-directional LSTM
with a Trapezoidal structure)

89.6

The multi-layer Bi-directional LSTM with a trapezoidal structure model is more effective for the
text sentiment analysis task as it achieved the highest accuracy on the test set. This model performs
better on the text sentiment analysis task because of two aspects. First, because this model has a multi-
layer structure, it can extract high-dimensional text features, thereby improving the model’s accuracy.
Then, the number of neurons in each layer is decreased by the sliding window method to reduce
parameters. That is, this model achieves higher accuracy with fewer parameters.

The purpose of the research in this paper is to use fewer parameters and obtain higher accuracy;
therefore, possible future research directions are:

1. A pre-trained model (such as word2vec [40,41] or bidirectional encoder representations from
transformers (BERT) [54]) can be used, combined with the multi-layer Bi-directional LSTM
with a trapezoidal structure model; higher accuracy can be obtained by fine-tuning the
model [55].

2. This paper sets N = 128 and K = 32, and future research can test different combinations of
N and K to reduce the parameters further [56].

5 Conclusion

This paper starts by outlining the concepts involved in text sentiment analysis. Then, descriptions
of the text sentiment analysis algorithms follow. These technologies are based on sentiment lexicon,
conventional machine learning, and deep learning, respectively. This is followed by a detailed introduc-
tion of the Bi-directional LSTM with a trapezoidal structure model, which includes the general model,
embeddings, the trapezoidal structure, the Bi-directional LSTM, training algorithms of this model.
The experimental procedure is then completely described, including the data set and data pretreatment,
comparison experiments, results, and analysis. The experimental results show that the trapezoidal and
normal structure models performed similarly. However, the trapezoidal structure model has 35.75%
fewer parameters than the traditional model.

In summary, the trapezoidal structure model achieves higher accuracy with fewer parameters. The
strategy proposed in this paper is useful in several fields, such as edge computing and the Internet of
Things. Since the proposed model has fewer parameters than the typical structure model, it can operate
on these devices more quickly.
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