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ABSTRACT 
This study conducts pore-scale simulations and experiments to estimate the permeability of two different types of porous materials: metal foams 

and sintered copper particles with porosities of approximately 0.9 and 0.4, respectively. The integration of micro X-ray computed tomography with 
pore-scale computational fluid dynamics simulations develops a unique tool to capture the pore-scale geometry of porous media and accurately predict 
non-isotropic permeability of porous media. The pore-scale simulation not only results in improved prediction accuracy but also has the capability to 
capture non-isotropic properties of heterogeneous materials, which is a huge challenge for empirical correlations, volume averaged simulations, and 
simulations with simplified pore geometries. The permeability of air flow through 10-, 20- and 40-ppi aluminum foams (i.e., pore sizes of 2.54 mm, 
1.27 mm, and 0.64 mm) are estimated to be 8.25×10-8 m2, 3.16×10-8 and 2.70×10-8 m2, respectively. Experimental measurements and pore-scale 
simulations estimated permeabilities of water to be 4.63×10-11 and 5.95×10-11 m2, respectively, in a customized porous structure sintered from 200-µm 
copper particles. The pore-scale models, validated by experimental data, were applied to simulate anisotropic properties of the material along three 
orthogonal directions. The estimated permeabilities of the 10-ppi (pore size of 2.54 mm) aluminum foam are 8.2×10-8, 9.1×10-8, and 1.1×10-7 m2 along 
the X, Y, and Z directions, respectively. The estimated permeabilities of the sintered copper particles are 5.95×10-11, 4.00×10-11, and 5.78×10-11 m2 
along the X, Y and Z directions, respectively. The predicted properties of porous media can be applied to volume-averaged models and obtain better 
accuracy. This research also investigates the size of representative unit, which is critical to balance the accuracy and computational cost of simulations. 
Results recommend that for porous materials made from regular-shaped particles (e.g. spheres), the representative unit should be generally larger than 
three times of the particle or pore size if the flow is laminar.  
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1. INTRODUCTION 

Various porous materials exist as natural substances and man-made 
porous materials are widely used in science, engineering, and industry 
because of their unique physical properties (Khaled and Vafai, 2003). 
Porous materials are characterized by their porosity (i.e., the void volume 
divided by the total volume). This study will experimentally measure and 
numerically simulate thermophysical properties of two manufactured 
porous materials that have very different porosities: metal foams and 
consolidated porous materials. Metal foams are porous metal structures 
that have extremely high porosity (e.g., >0.9) and low mass density, 
while exhibiting relatively high thermal and electric conductivity as well 
as strength. These unique properties make metal foams suitable for 
various energy applications. On the other hand, consolidated porous 
materials, which typically are manufactured from particles or powders 
using different sintering methods, have much lower porosity (e.g., <0.5). 
For example, parts produced from many additive manufacturing 
techniques are consolidated porous materials. While the advance of 
additive manufacturing technology provides great flexibility to produce 
customized geometries, accurate predictions of material properties are 
critical to the proper designs and customizations of functional parts based 
on the specific application needs. 
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Effective properties of porous materials – including metal foams 
and consolidated porous structures – such as thermal and electric 
conductivity, material strength, permeability, etc. are governed by not 
only properties of the solid matrix but also the pore-scale geometry, pore 
size, porosity, as well as connectivity of the solid and void. Many existing 
analyses and simulations apply empirical correlations to approximate 
effective properties of porous materials: Bruggeman correlation for 
tortuosity (Tjaden et al., 2016); Kozeny-Carman equation for 
permeability of laminar flow (Childs, Collis-George, and Ingram, 1950); 
Leverett J-function for capillary pressure of water saturation (Leverett, 
1941); and various analytical and empirical correlations for stagnant 
thermal conductivity (Wang and Li, 2017). Empirical correlations are 
typically derived based on simplified pore or grain geometry and apply 
to limited pore size, pore geometry, and porosity. Improper use of 
empirical correlations could lead to orders of magnitudes of difference in 
predicted material properties (Flückiger et al., 2008; Andisheh-Tadbir et 
al., 2015; Li, Huang, and Faghri, 2016; Borup and Weber, 2019).  

Computational fluid dynamics (CFD) simulations are a powerful 
tool to evaluate material properties and fluid flows through the porous 
materials. Both volume-averaged (i.e., continuous) models and pore-
scale simulations have been applied to various applications of porous 
materials and provide valuable instructions for the device-level or 
system-level designs (Koito, 2019). Continuous models that simulate 
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heat, mass, and electric transfer within porous media use effective 
parameters of porous materials, calculated from empirical correlations or 
experimental data, to simulate the overall properties and performance of 
the material/device. The accuracy of the results, however, are highly 
dependent on the accuracy of the effective parameters used in governing 
equations and boundary conditions (Yang et al., 2018; Abdulkadhim, 
Abed, and Al-Farhany, 2018). Pore-scale simulations that consider the 
exact tomography of porous materials are necessary to validate empirical 
correlations and provide accurate effective properties for continuous 
models (macroscopic models) (Chen et al., 2015). The accurate 
prediction of effective parameters of porous materials are important to 
simulate the thermal response, electrochemical performance, as well as 
electrical performance of devices made from porous materials. 

Different techniques have been used measure or simulate the pore-
scale tomography of porous structures: numerical reconstruction (Yeong 
and Torquato, 1998); Focused Ion Beam (FIB) - Scanning Electron 
Microscopy (SEM) (Saif et al., 2017); and X-ray Computed Tomography 
(Micro-CT) (Nickerson et al., 2019). The numerical reconstruction 
approach derives 3D geometrical structures from 2D images or purely 
computational simulations. It does not require advanced imaging 
technologies (e.g., Micro-CT or FIB-SEM) and has the flexibility to 
generate structures with different resolutions and sizes. Hao and Cheng 
numerically derived a porous fuel cell gas diffusion layer (GDL) based 
on the stochastic generation method (Hao and Cheng, 2010). Chen et al. 
reconstructed 1.25µm×0.5µm×0.5µm 3D nanostructures of shales using 
Markov chain Monte Carlo (MCMC) based on SEM images of shale 
samples (Chen et al., 2015). The reconstructed carbon paper with fiber 
structures (i.e., 0.79 porosity and 7.5 µm diameter) or the porous shale 
structures were then integrated into models to simulate intrinsic and 
relative permeability as well as diffusivity using the Lattice Boltzmann 
Method (LBM). The porous GDL with a given porosity and fiber 
diameter was numerically derived. The correlation function method 
derives correlation functions from measured 2D images as the target 
function (Yeong and Torquato, 1998; Jiao, Stillinger, and Torquato, 
2007). Wang and Li applied the correlation function approach to 
numerically reconstruct 3D porous structures of electrodes of Li-O2 
battery from 2D SEM images (Wang and Li, 2018). The 3D digital 
electrodes were reconstructed iteratively to meet the target function in all 
three orthogonal directions (Kim and Pitsch, 2009; Blunt et al., 2013; 
Lopez-Haro et al., 2014). The process initialized with a trial 3D structure 
with a fraction of voxels as the matrix phase. The fraction of matrix 
voxels in the 3D structure equaled the volume fraction of matrix phase in 
2D images. At each simulation step, a randomly selected matrix voxel 
was moved to an unoccupied void voxel so the volume fraction of each 
phase remained unchanged after the iteration. The energy of the 3D 
structure, which is equivalent to the difference between the current 
correlation function and the target function, was compared before and 
after the move to determine whether the new trial structure should be 
accepted or not. The reconstruction was considered complete if the 
energy of the 3D structure was smaller than the specified tolerance (e.g. 
10-6). Krishnan et al. numerically created a body-centered-cubic (BCC) 
structure (Krishnan, Murthy, and Garimella, 2006), which is similar to 
Kelvin’s tetrakaidecahedron unit cell, as the representative unit of the 
open foam. The unstructured volume mesh of the numerically created 
structure was generated and use for further CFD simulations with 
commercial software (i.e., GAMBIT and FLUENT).  

Many numerical reconstruction approaches simplified geometries 
due to computer algorithm or computational resource limitations. In 
addition, the sensitivity analysis of the reconstructed geometry on the 
simulations is often overlooked. Although simulations based on 
reconstructed geometries can obtain pore-scale simulation results, 
accuracy of simulation results are highly dependent on the representative 
geometry used for the simulation. Since material properties between the 
metal matrix and the filling fluid (air, water, etc.) are significantly 
different, accurate predictions of effective properties such as thermal and 

electric conductivity, permeability, tensile and compression strength of 
porous media requires clear understanding on the connectivity of each 
phase. Simplifications of the pore geometry could lead to significant 
errors on predicted material properties. The FIB-SEM approach can 
measure 2D images of porous structures with high-resolutions and stacks 
of the 2D images could derive 3D pore-scale geometries of porous 
materials. However, the FIB-SEM approach is extremely time 
consuming and this approach is destructive. This approach is appropriate 
when characteristic pore sizes in the range of 1-10 nm are needed to 
reconstruct microstructures of very small samples such as electrodes of 
fuel cells or oil shale (Wargo et al., 2012).  

The main advantage of the micro-CT approach is non-destructive 
and could be applied to reconstruct time-variations of 3D geometries of 
porous media in situ. This approach has been successfully applied to 
reconstruct 3D geometries of aluminum foams with different pore sizes 
in a previous study of the effective thermal conductivity of foam 
materials (Bodla, Murthy, and Garimella, 2010; Wang and Li, 2017). In 
addition, with the advance of additive manufacturing technology, the 
integration of micro-CT with 3D printing creates new avenue to design 
and produce new materials, structures, and templates (Zhang et al., 2018). 

The objective of this study is to integrate high-resolution (~µm) 
geometries of porous media obtained from micro-CT images with pore-
scale CFD simulations to accurately predict intrinsic permeability of 
porous media, by considering detailed pore geometries and pore 
connectivity. This approach utilizes a tomographic X-ray microscope to 
measure and reconstruct 3D geometries of commercial metal foams as 
well as customized porous structures sintered from copper particles. 
Detailed pore-scale geometries will be applied to pore-scale CFD models 
without simplifications to elucidate anisotropic properties of porous 
materials by considering pore morphology, pore size and porosity as well 
as connectedness of the solid matrix and the filling fluid. Simulation 
results will be validated by property data reported by the material 
manufacturer and experimental data measured in this study. The 
understanding of pore-scale transport phenomena in porous media, 
through integration of micro-CT technology with pore-scale simulations, 
enables accurate predictions of material properties and design and 
optimization of porous media with complex geometries in various 
science and engineering applications.  

2. WICK MANUFACTURING AND EXPERIMENTAL 
APPARATUSES 

Porous copper structures were sintered using 200-µm-diameter copper 
particles (section 2.1). Subsequently, permeability was measured in these 
structures (section 2.2) and three-dimensional geometries were generated 
using micro-CT for these porous copper structures and commercial 
aluminum foams with 10, 20, and 40 points per inch (section 2.3). 

2.1 Fabrication of Sintered-Copper Particle Structures 

A furnace sintering process was employed to fabricate a cylindrical wick 
within a 6.2-mm-inner diameter, 38-mm-long copper tube. For the wick 
structure, 200-µm-diameter copper particles (Culox Technologies, Inc.) 
were used. The copper tube was secured vertically on a stainless-steel 
plate, while copper particles were poured into the copper tube as shown 
in Figure 1 (a) and (b). The copper-particle-filled tube was manually 
shaken to ensure that the copper particles were closely packed. Then, the 
tube was placed in a tube furnace [OTF-1200X MTI CORPORATION – 
see Figure 1 (b)] under 50 sccm inert gas (i.e., Argon) to prevent 
oxidation during the sintering process. The copper-particle-filled tube 
was kept in the furnace for three hours at 1,000°C, followed by natural 
cooling in the furnace at 5-10°C/min (temperature curve, Figure 2). After 
sintering, the copper-particle-filled tube was carefully removed from the 
tube furnace and stainless-steel plate were removed from the copper tube. 
The permeability and porosity were then measured, as discussed below.
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Fig. 1 (a) Schematics of the fabrication process of a cylindrical wick 
structure, showing the copper particles being poured into the copper tube. 
(b) Schematic and actual images of the tube furnace used in the sintering 
process. 

 
Fig. 2 The sintering temperature as a function of the sintering time, 
including the maximum sintering temperature. 

2.2 Permeability Measurements of Porous Structures 

A closed-loop adiabatic experimental apparatus was used to measure the 
permeability of the porous structures (Figure 3). Water was pumped by a 
constant temperature water bath (Neslab, RTE-111) though the system 
loop, and its mass flow rate was measured by a Coriolis flowmeter 
(CMFS015M, Micro Motion) with an accuracy of ±0.05% reading. Prior 
to the test section, flow developed in a plain copper 6.2 mm inner-
diameter, 203 mm-long developing length.  The test section was a 6.2-
mm-inner-diameter, 38-mm-long copper pipe with the sintered copper 
structure described in section 2.1. After the test section was a 38-mm exit 
length comprised of plain, copper tubing. The temperature of the water 
was measured by type T thermocouples (±0.2 °C) at the start of the test 
section and the end of the exit length and pressure drops were measured 
across the same region using a 100-psi pressure transducer (Setra Model 
230) with ± 0.25% full scale accuracy (±1.72 kPa). A modified 
experimental apparatus with a 914-mm developing length and 203-mm 
exit length was used to verify that the flow was fully developed and two 
testing configurations were comparable. Data were collected at mass 
flow rates from 0.002 kg/s to 0.009 kg/s in increments of 0.001 kg/s. For 
a given flow rate, the mass flow rate, temperature and pressure drop were 
averaged over a 60-second period once the flow rate is stable.  

2.3 Micro-Tomography and Reconstruction of 3D 
Geometries 

Micro-CT of porous structures [commercial aluminum foams with 10, 20, 
and 40 points per inch (ppi) from ERG Aerospace Corporation and 
customized copper cylinder from 200 µm particles] were obtained using 
Xradia MicroXCT-400 Tomographic X-Ray Microscope. All 
measurements were taken at 0.5 times magnification with the spatial 
resolution of 14 µm. Slices of X-ray images of samples were measured 

every 1o and reconstructed after the sample rotated 180o. The micro-
tomography was saved as stacks of 2D gray-scale images and each voxel 
had a gray-scale value between 0 and 255. The value of each voxel 
depends on the X-ray absorptions rate, therefore, value indicated whether 
the voxel is solid matrix or void.  

 
Fig. 3 The experimental apparatus to measure the permeability of the 
porous structures. 

3. MODEL SIMULATIONS 

3.1 Image Processing  

Each voxel of the measured micro-tomography has a different intensity 
depending on the X-ray absorption rate of the material. The gray scale 
value (between 0 and 255) of each voxel, relative to a given threshold 
value, differentiates between solid materials or voids. This study used the 
threshold value approach to convert the gray scale images to binary 
images (i.e., 0-1) and reconstructed the solid matrices and voids of porous 
materials. It should be noted that the large data size of reconstructed 3D 
micro-tomography (i.e., 1000×1000×1000 voxels) makes it very time 
consuming to generate meshes and carry out further CFD simulations. 
Therefore, this study trimmed a fraction (i.e., as large as 500×800×600 
voxels) of the whole micro-tomography structure to balance between 
computational time and the representativeness of the simulated geometry. 
Since defining a representative unit is critical and challenging for pore-
scale simulations of porous media to provide accurate simulation with 
reasonable computational cost, this study also strategically trimmed the 
structure to investigate the smallest units that can represent the whole 
porous materials.  

The 3D micro-tomography data was first sliced into a stack of 2D 
images. The stack of images were then processed by open-source image 
processing software ImageJ to a binary structure (i.e., solid matix or void) 
based on the threshold value. Using the binary structure, open-source 
visualization software ParaView generates a surface mesh (.stl) for solid 
and void phases. The surface mesh is imported into StarCCM++ (version 
13.04.011) to generate a high-quality volume mesh for CFD simulations 
of fluid flow within the porous material.  
 Additional image processing was needed for porous structures 
sintered from copper particles due to isolated holes inside the copper 
particles, as seen in the micro-tomography (Figure 4a). These isolated 
holes are from the supplied copper particles and most of them stay 
isolated in finished parts. Since these dead holes are not accessible to the 
fluid and do not contribute to the effective porosity and permeability of 
the sintered structure, all these isolated holes were filled using an 
available algorithm “Fill Holes” in ImageJ before the CFD simulation 
(Fig. 4b). Figure 5 shows the processed structures of the solid matrix and 
void for 20-ppi (pore size of 1.27 mm) aluminum foam and structure 
sintered from 200 µm copper particles. The processed and cropped 
images were then saved as .stl files using ParaView to be further 
processed by CFD simulations using StarCCM++, as described 
previously.
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(a)  (b)   
 
Fig. 4 Binary images of a slice of micro-tomography of sintered copper: 
(a) before and (b) after filling dead holes. The physical size of the slices 
are 1.61 mm×1.61 mm. 
 

(a)  (b)  

(c)  (d)  
 
Fig. 5 Micro-tomography of aluminum foam with 1.27 mm pore size 
(9.4 mm×9.4 mm×7.5 mm): (a) aluminum and (b) void; micro-
tomography of sintered copper structure (2.57 mm×1.93 mm×1.61 mm): 
(c) copper and (d) void.  

3.2 Model Setup and Boundary Conditions 

The CFD simulations were conducted based on reconstructed micro-
tomography geometry. The objective file (.stl) of the tomography was 
imported into StarCCM++ for steady state simulations under constant 
temperature. To simulate permeability, the void phase was imported as a 
part and considered as the computational domain. The governing 
equations that were solved in this study include: 

Continuity equation: 
∇ ∙ (𝜌𝜌𝑢𝑢�⃑ ) = 0    (1) 

Momentum equation: 
∇ ∙ (𝜌𝜌𝑢𝑢�⃑ 𝑢𝑢�⃑ ) = −∇𝑝𝑝 + 𝜇𝜇∇2𝑢𝑢�⃑ + 𝜌𝜌𝑔⃑𝑔   (2) 

where ρ is the density of the fluid, 𝑢𝑢�⃑  is the velocity, p is the pressure, µ 
is the viscosity, and 𝑔⃑𝑔 is the gravitational acceleration. This study used 
both air and water as working fluid to validate the simulated pressure 
gradients at distinct mass flow rates using reported data and experimental 
results. In the sintered 200-µm copper structure, Reynolds numbers for 
water and air are 30.8 and 20.4, respectively, at water velocities of 1 m/s 
and air velocities of 10 m/s.  It should be noted that the pore size for the 
Re number is estimated from the particle size (Beltrán et al., 2019): 

𝑅𝑅𝑅𝑅 = 𝜌𝜌𝜌𝜌𝑑𝑑pore
𝜇𝜇

= 𝜌𝜌𝜌𝜌𝑑𝑑particle/6.46
𝜇𝜇

  (3) 
The calculated Re number indicates that the flow is generally laminar 
when the water velocity is less than 1 m/s and the air velocity is less than 
10 m/s (i.e., Darcy flow or inertial flow) according to the regimes of 
porous media flows categorized by Dybbs and Edwards (Dybbs and 
Edwards, 1984). Therefore, the current study used the default parameters 

 
3 http://ergaerospace.com/technical-data/duocel-foam-pressure-drop-charts/ 

and constants of laminar flow at steady state in StarCCM++. After 
importing the simulated void structure, six artificial blocks were added 
next to the six faces of the imported part. Then six boundaries (top, 
bottom, left, right, front, and back) were created by imprinting surfaces 
between the imported part and the six added blocks. Given inlet fluid 
velocity and fully-developed pressure outlet boundary conditions were 
applied respectively to the direction of the simulated permeability. All 
other four boundaries as well as the void/solid interface were set as non-
permeable walls.  

It should be mentioned that the experiments controlled and 
measured total mass flow rates of the fluid and calculated the superficial 
velocity based on the density of the fluid and cross-sectional area of the 
sample. Therefore, the velocity at the inlet of the computational domain 
(u) set as the boundary condition, needs to be converted into superficial 
velocity (us) using porosity at the inlet boundary (ε) in order to compare 
with the experimental results: 

us = ε∙u    (4) 
where the inlet porosity, which is the volume fraction of void on the total 
surface, is determined using the histogram of voxel values from the 
following slices (Figure 6). The calculated surface porosities are 0.40, 
0.38, and 0.33 for x-, y-, z-planes of the sintered copper structure, 
respectively, and approximately 0.93 for all planes of aluminum foams. 
 

(a) (b)  
 
Fig. 6 Distributions of solid (black) and void (white) at the inlets of the 
sintered (a) copper structure (2.57 mm×1.61 mm) and (b) aluminum 
foam (9.4 mm×7.5 mm). 

3.3 Grid-Independence 

The physical size of the simulated geometry is 2.57 mm×1.93 mm×1.61 
mm. The mesh independence study was carried out by adjusting the base 
mesh size between 50 and 5 µm, which result in 1,020,878 to 13,406,768 
mesh elements, and simulating the pressure drop of water flow through 
sintered porous copper structure at 0.3 m/s inlet velocity (or 0.12 m/s 
superficial velocity). Results based on the mess shown in Figure 7 (a) 
indicate that the change of simulation results are less than 1% when the 
base size is set as 25 µm (2,117,892 mesh) or smaller. Considering the 
accuracy and computational cost, this study used the “polyhedral” 
meshes and the base size of 25 µm. 

3.4 Model Validations Using Duocel® Aluminum Foams 

ERG Materials & Aerospace reports the measured pressure drop of air 
through Duocel® aluminum foams with 2.54 mm, 1.27 mm, and 0.64 mm 
pore sizes 3 . The model simulations of pressure drop at various air 
velocities are compared with reported data in Figure 7 (b) to validate the 
model and the pore-scale simulation approach. Results in Figure 7 (b) 
indicate that the pore-scale simulations match very well with 
experimental data: the permeability of 10-ppi aluminum foam (pore size 
of 2.54 mm) estimated from experimental data and simulation results are 
8.32×10-8 and 8.25×10-8 m2, respectively. Considering the fact that 
permeability can change by orders of magnitude after a very small 
change on pore-scale structure (Li, Huang, and Faghri, 2015), the 
simulation results match with experimental data extremely well. The 
permeability of aluminum foams with 1.27 mm (20-ppi) and 0.64 mm 
(40-ppi) pore sizes are estimated to be 3.16×10-8 and 2.70×10-8 m2, 
respectively, from the simulated pressure gradient data. As expected, the 
permeability slightly decreases with the decrease of the pore size.  
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(a)  (b)  
Fig. 7 (a) Zoom-in volume mesh generated based on the micro-
tomography and (b) simulated vs. reported pressure gradients at different 
air flow velocities using Duocel® aluminum foams with different pore 
sizes: 2.54 mm (10 ppi), 1.27 mm (20 ppi), and 0.64 mm (40 ppi). 

4. RESULTS AND DISCUSSION 

After validating the pore-scale simulations using ERG’s reported 
pressure gradient vs. air flow rate data, this study develops similar pore-
scale simulation approach for customized porous structures made by 
sintering 200-µm-diameter copper particles. 

4.1 Applications of the Model to Sintered Copper Structures 

The pressure drop experiments discussed in section 2.2 generated 
consistent results (Figure 8). Pressure drops with the 203-mm and 914-
mm developing sections before the testing sample were nearly identical. 
The pressure drops and superficial velocities reported in Figure 8 were 
used to fit the permeability, K, as well as the inertial coefficient, F, of the 
porous media (Leong and Jin, 2006): 

∆𝑝𝑝
𝐿𝐿

= 𝜇𝜇
𝐾𝐾
𝑉𝑉�⃑ + 𝜌𝜌 𝐹𝐹

√𝐾𝐾
𝑉𝑉�⃑ 2   (5) 

where µ and ρ are the viscosity and density of the fluid and L is the 
geometry of the porous media. The derived permeability by curve fitting 
the experimental data in Figure 8 is 4.6×10-11 m2. The permeability of the 
porous media can be estimated by the Carman-Kozeny equation (Childs, 
Collis-George, and Ingram, 1950): 

𝐾𝐾
𝑑𝑑2

= 1
180

𝜀𝜀3

(1−𝜀𝜀)2   (6) 
where d is the average pore size (i.e., 200 µm), and ε is the porosity of 
the porous media. The permeability estimated by the Carman-Kozeny 
equation (3.98×10-11 m2) is similar to the fitted permeability based on the 
pressure gradient data. The data fitting based on pressure gradient vs. 
fluid velocity is a reasonable approach to estimate the permeability of 
porous media. The similar curve-fitting approach will be used to estimate 
permeability of porous materials using simulated data. 

 
Fig. 8 Experimental data of pressure drop at different water flow 
velocities for two different sintered copper test sections with a 203-mm 
developing length, as well as experiments with a 914-mm developing 
length.  

4.2 Non-Isotropic Properties 
Experimental pressure drop and mass flow data in the sintered copper 
structure are also used to validate model simulations of pressure 
gradients as shown in Figure 9 (a). The pore-scale model results agree 
very well with experimental data, especially along the X direction. From 
simulations, the permeability of the sintered copper structure to water is 

estimated to be 5.95×10-11, 4.00×10-11, and 5.78×10-11 m2 along the X, Y, 
and Z directions, respectively. Because of the asymmetric characteristic 
geometry, porous materials are generally non-isotropic materials with 
different properties in different directions. As a result, the pressure 
gradients and the resulting permeability of the sintered structure are non-
isotropic.  

Similarly, commercial aluminum foams have non-isotropic 
properties as well. Figure 9 (b) compares the reported pressure gradients 
of air by ERG and the simulated pressure gradients of air along through 
orthogonal directions of a 10-ppi aluminum foam (pore size of 2.54 mm). 
The estimated permeability from experimental data is 8.3×10-8 m2 and 
the estimated permeabilities from model simulations are 8.2×10-8, 
9.1×10-8, and 1.1×10-7 m2 along the X, Y, and Z directions, respectively. 
The averaged permeability obtained from simulations (9.3±1.2×10-8 m2) 
is close to the estimated permeability from experimental data (8.25×10-8 
m2). 

 

(a)  (b)  
Fig. 9 Pressure gradients of (a) water flow through the sintered copper 
structure and (b) air flow through the 10-ppi aluminum foam (pore size 
of 2.54 mm) along three orthogonal directions. 

4.3 Size of the Representative Unit 

One of the biggest challenges in CFD simulations of porous media is to 
determine the dimensions of the representative unit for accurate 
simulations with limited computational cost. Although a large model 
domain is preferred to represent the whole porous media, large 
representative units require more computational resources and the size of 
model geometry can limited by available tomography data. Therefore, 
the balance between computational time and accuracy is critical to 
simulate properties of porous media. As a result, this study trims micro 
tomography data into different sizes (i.e., 200, 400, and 800 voxels along 
the flow direction) as the computational domain. The investigations with 
different sample sizes provide criteria to determine representative units 
of porous materials. 

The entrance length for laminar and turbulent flows can be 
estimated using the following empirical correlation:  

𝐿𝐿entrance
𝑑𝑑particle

= � 0.06 𝑅𝑅𝑅𝑅     Laminar
4.4 𝑅𝑅𝑅𝑅1/6     Turbulent   (7) 

where 𝑑𝑑particle  is the characteristic dimension (particle size) and 
Lentrance is the entrance length of the flow. The length of the representative 
unit of the porous media L has to be much longer than the entrance length. 
Based on the calculated Re numbers for the water flow, 30.8, the entrance 
length of the water flow at 1 m/s intrinsic velocity (~0.4 m/s superficial 
velocity for sintered copper structure) is about 1.8 times the particle size 
of the sintered copper material. Similarly, the entrance length of the air 
flow at 10 m/s intrinsic velocity (~ 9.3 m/s superficial velocity for 
aluminum foam) is about 1.2 times the pore size of aluminum foams. To 
validate this analysis, the local pressure distribution and averaged 
pressure drops along the flow direction at Y=1/2 and Z=1/2 planes are 
plotted at the water flow rate of 0.05 m/s (Figure 10). The pressure drops 
almost linearly along the flow direction when the flow is a few layers of 
copper particles within the sintered structure. Results are consistent with 
conclusions from Mu et al. (Mu, Sungkorn, and Toelke, 2016) that the 
size of the representative unit could be less than three times the particle 
size for porous media with regular shapes (e.g. made from spherical 
particles). 
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(a)  

(b)  
 
Fig. 10 Model simulation of (a) pressure distributions on Y=1/2 and 
Z=1/2 planes and (b) averaged pressure changes along the flow direction 
(X direction). 
 

To further understand the size of the representative unit and impact 
of the fully developed flow, this study compares the simulated pressure 
drops with different sizes of computational domain as shown in Figure 
11:  2.57 mm (800 voxels), 1.29 mm (400 voxels), and 0.64 mm (200 
voxels). The ratios between the sample and the copper particle diameters 
are 13.9, 6.4, and 3.2, respectively. For flows in porous media with Re 
numbers greater than about 1 to 10, inertial effects can also become 
significant. In order to derive the permeability from the linear correlation 
between pressure drop and flow velocity, the flow should be within the 
laminar flow without significant inertial effects. Therefore, the model 
simulates cases with water velocity less than 0.05 m/s, i.e., Re ≤1.5. The 
simulated pressure gradients of water flow at low flow rates as well as 
the fitted linear trend lines are compared in Figure 11 (b) to illustrate the 
pressure gradient simulated by representative units with different sizes. 
The simulated pressure gradients at various flow rates with 1.29 mm or 
larger computational domains are similar. But the pressure gradient 
predicted based on the 0.66-mm computational domain is noticeably 
higher likely due to the faster pressure drop in the developing flow region. 
Therefore, for porous media made from particles with regular shapes or 
metal foams with repeated open pore structures, the size of representative 
unit is recommended to be at least 3 times of the length scale (particle 
size or pore size). 

5. CONCLUSIONS 

Porous media are commonly used in energy applications due to their 
unique thermal physical properties including high surface area, low 
density, high thermal conductivity, low flow resistance, etc. This study 
conducts experiments and pore-scale simulations to accurately estimate 
the permeability of two different types of porous materials: metal foams 
with porosity close to 0.9 and sintered copper particles with porosity near 
0.4. The integration of micro-CT images with pore-scale computational 
fluid dynamics simulations develops a unique tool to predict thermal 
physical properties of porous media. The experimental measurements 
and model simulation in this study lead to the following conclusions: 
• The permeability of air flow through 10-, 20- and 40-ppi aluminum 

foams with pore sizes of 2.54 mm, 1.27 mm, and 0.64 mm are 
estimated to be 8.25×10-8 m2, 3.16×10-8 and 2.70×10-8 m2, respectively. 
Porous media with smaller pore size have higher flow resistance and 
result in lower permeability. 

• The permeability of water flow through a customized porous structure 
sintered from 200-µm copper particles estimated by experimental 
measurement and pore-scale simulations are 4.63×10-11 and 5.95×10-

11 m2, respectively.  
• Properties of porous media along different directions could be 

significantly different. The estimated permeability of the 10-ppi 
aluminum foam (pore size of 2.54 mm) are 8.2×10-8, 9.1×10-8, and 
1.1×10-7 m2 along the X, Y, and Z directions, respectively. The 
estimated permeability of the sintered copper particles are 5.95×10-11, 
4.00×10-11, and 5.78×10-11 m2 along the X, Y and Z directions, 
respectively. 

• For porous materials made from spherical-shape particles, the 
representative unit should be generally larger than three times of the 
particle or pore size if the flow is in laminar flow region. 

 

(a)  

(b)  
 
Fig. 11 (a) Different sizes of computational domain as representative 
units of the simulation; (b) simulated pressure gradient of water flow 
across sintered copper with different sizes of computational domain. 
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