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#### Abstract

An effective solution method of fractional ordinary and partial differential equations is proposed in the present paper. The standard Adomian Decomposition Method (ADM) is modified via introducing a functional term involving both a variable and a parameter. A residual approach is then adopted to identify the optimal value of the embedded parameter within the frame of $L^{2}$ norm. Numerical experiments on sample problems of open literature prove that the presented algorithm is quite accurate, more advantageous over the traditional ADM and straightforward to implement for the fractional ordinary and partial differential equations of the recent focus of mathematical models. Better performance of the method is further evidenced against some compared commonly used numerical techniques.
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## 1 Introduction

Fractional differential equations play a significant role in the recent literature in modeling many physical and chemical problems, whose limiting cases of integer-order derivatives are well-studied equations which are transformed into the fractional-order derivatives via certain definitions, such as the Riesz fractional derivative, the Caputo fractional derivative and the Riemann-Liouville fractional integral [1], among many others. The current research is also concerned with the ordinary and partial differential equations of fractional order by means of the approximate series solutions through the Adomian decomposition method accounting for a modified framework.

New trend in the recent literature is to generalize the standard mathematical models to incorporate fractional derivative in place of the integer-valued derivative in time and space. This is necessary to explain various physical phenomena in view of experimental evidences. Much effort was spent to derive and analyze certain realistic models in this respect. From physical point of view, for instance, the time-fractional diffusion equation was solved in [2] by means of the
rational approximation of the Mittag-Leffler function. Some oscillation results were given in [3] regarding the fractional-order delay differential equations. Su [4] presented mass-time fractional partial differential equations for shrinking soils. A cancer tumor model with the help of fractional diffusion equation was given in the article [5]. The Navier-Stokes equations involving time fractional differential operator were analyzed in the publication [6]. Fractional Schrödinger equations with bounded potentials were analyzed in the article [7]. Recent applications of newly defined fractional derivatives can be found in [8].

Due to the importance of the fractional differential equations in practical applications, some of which were as mathematically analyzed from the aforementioned bibliography, new computational efforts are needed, since traditional methods may not be suitable in fractional domains. Among several suggested techniques in this direction, we mention the Adomian decomposition method [9-11], the variational iteration method [12], the homotopy analysis method [13,14], and the predictor-corrector methods [15]. More plausible methods developed for the fractional equations based on several variations of finite element and finite difference treatments can be found in [16]. Several numerical methods, including the implicit quadrature, the predictor-corrector, the approximate Mittag-Leffler, the collocation, and the finite differences were compared and discussed in [17] in order for revealing their relative merits in solving the ordinary fractional differential equations, and the recommendation was in favor of the predictor-corrector method. Exponential convergence of the collocation method based on the Mütz polynomials was reported in [18]. Fractional order logistic equations were treated by a novel iterative scheme in [19]. The accuracy of the reproducing kernel method for solving fractional order Lane-Emden differential equations was explored in [20] and it was argued that the accuracy was better than that of the collocation approach. The goal of [21] was to construct and efficient fractional finite difference method for linear fractional differential equations of special fractional order. Daraghmeh et al. [22] illustrated that the matrix approach method is better as compared with the homotopy perturbation method. Alchikh et al. [23] introduced a Laplace decomposition method to implement numerical solutions of nonlinear fractional ray equations in optics. Fuzzy fractional differential equations in one or higher dimensions were thoroughly integrated with Spectral collocation method based on Chebyshev polynomials in [24-26]. The time-fractional advection-reaction-diffusion equation was approximated numerically by means of Mittag-Leffler kernel in [27]. The non-singular fractional derivative approach was used in [28] to numerically simulate a mosquito-borne virus. More recent attempts on solutions of fractional order differential equations with various developed methods can be found in the publications [29-36].

The motivation here is to introduce an accurate and user friendly version of the Adomian Decomposition Technique to particularly approximate the solutions of fractional ordinary and partial differential equations. For this purpose, the classical Adomian decomposition method is modified to incorporate a functional term involving both variable and a parameter. A similar concept was also adopted in the reference [37] from a different perspective without specifying the minimal error. To identify the optimized embedded parameter value, the $L^{2}$ residual is later employed in the current research. The selected problems from the open literature prove that the offered ADM is superior to the classical ADM and emphasize the accuracy of the proposed version of the Adomian Decomposition Technique as compared to some recently developed numerical means of solving the fractional differential equations.

## 2 Mathematical Preliminaries

### 2.1 Fractional Calculus

The traditional Riemann-Liouville's fractional integral operator and the Caputo's fractional derivative are used in the following analysis, whose definitions are shortly given below.

Definition 1. The fractional integral operator of order $\alpha$ in the Riemann-Liouville sense, for a function $f$ in the space $L^{1}$ is defined by
$\left(I^{\alpha} f\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau, \quad t>0, \quad \alpha>0$,
in which $\Gamma$ stands for the standard Gamma function in Eq. (1).
Definition 2. The fractional derivative in the Caputo sense, for a function $f$ whose nth derivative belongs to $L^{1}$ is defined by
$D^{\alpha}(f(t))=\left(I^{n-\alpha} D^{n} f\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-\tau)^{n-\alpha-1} f^{(n)}(\tau) d \tau, \quad t>0$,
where $n-1<\alpha \leq n, n \in N$ in Eq. (2).

### 2.2 Description of the ADM Method

To briefly outline the Adomian decomposition method, we consider the operational equation
$L u+N u=f$,
where $L$ is an easily invertible linear operator of integer or fractional order such as Caputo's derivative $D^{(\alpha)}$ in Eq. (2), $N$ is an analytic nonlinear operator, $u$ and $f$ are sufficiently well-behaved functions depending on space variable $x$ and time variable $t$. We note that Eq. (3) is complemented with suitable initial and boundary constraints depending on the physical problem. To find the unknown $u$, Eq. (3) is inverted via $L^{-1}$ (in the sense of Riemann-Liouville operator $I^{(\alpha)}$ in case of fractional order) to yield
$u=g+L^{-1} f-L^{-1} N u$,
where $g$ in Eq. (4) is as a result of integration to be determined from the supplemented initial and boundary conditions.

Adomian decomposition method is based on the formulations of the solution and the nonlinearity as
$u=\sum_{n=0}^{\infty} u_{n}, \quad N u=\sum_{n=0}^{\infty} A_{n}$,
where $A_{n}$ 's in Eq. (5) are the well-documented classical Adomian polynomials [38], obtained from $A_{n}=\frac{1}{n!}\left[\frac{d^{n}}{d \lambda^{n}} \sum_{i=0}^{\infty} \lambda^{i} u_{i}\right]_{\lambda=0}$.

An iterative formula is then obtained by substituting Eq. (5) into Eq. (4) in the format $u_{0}=g+L^{-1} f$,
$u_{n+1}=-L^{-1} A_{n}, \quad n \geq 0$,
which can be used to approximate the solution to Eq. (3) iteratively up to any level of approximation $M$
$u_{M}=\sum_{n=0}^{M} u_{n}$.

### 2.3 Convergence of the ADM Method and Error Bound

In the general case without fractional-order derivative, the ADM technique in Eq. (6) is known to converge to generate an accurate approximate solution Eq. (7), see for instance the article [39]. In the case involving fractional order differentiations, we provide the following Lemma whose proof can be found in the recent publication [15]:

Lemma 1. If the approximation $u_{0}$ is bounded in the sense of sup absolute value norm, the series in Eq. (7) converges in the limit $M \rightarrow \infty$ producing exact solution to Eq. (3) given by Eq. (8)
$u=\sum_{n=0}^{\infty} u_{n}$.
Lemma 2. The error with respect to the maximum absolute truncation of the ADM method is given by
$\left\|u-u_{M}\right\| \leq \frac{r^{M}}{1-r}\left\|u_{0}\right\|$,
where $0<r<1$.
Proof. Subtracting the sequence of partial sums of ADM series solution in Eq. (7) from the full solution $u$ of Eq. (3) and taking into account the boundedness of $u_{0}$, we obtain Eq. (9)
$\left\|u-u_{M}\right\| \leq \frac{r^{M}}{1-r}\left\|u_{0}\right\|$,
refer to [15] for more details regarding Eq. (10). This completes the proof.

### 2.4 Convergence Acceleration of the ADM Method

In order to accelerate the convergence property of the usual iterative ADM scheme Eq. (6), we propose a modified version by embedding a functional term $F(x, t, h)$ possessing a convergence accelerating parameter $h$ and decomposing Eq. (6) in the form
$u_{0}=g+L^{-1} f-F(x, t, h)$,
$u_{1}=F(x, t, h)-L^{-1} A_{0}$,
$u_{n+1}=-L^{-1} A_{n}, \quad n \geq 1$.

Introducing a functional embedding into the classical ADM in Eq. (11) was already shown to boost the convergence in [11]. Therefore, in the subsequent examples, the traditional ADM is substituted by the modified ADM Eq. (11), which cover the traditional ADM in the absence of embedding function $F$.

Remark 1. As compared to the traditional $A D M$ given in the previous section, the above presented ADM is more advantageous, since $u_{0}$ involving an extra term is more controllable and also the parameter $r$ depending on the convergence parameter $h$ can be made adequately small by proper choices.

We note that $F(x, t, h)$ should be an integrable function in terms of either $x$ or $t$ (or both in the case of a partial differential equation), up to an order of $n$. In this manner, the approximate solution Eq. (7) will be a function of $h$ whose optimum value for the fastest convergence towards the solution Eq. (8) can be assured by means of minimizing the global error from the subsequent residual at the truncation level $M$ by means of
$\operatorname{Res}(h)=\left(\int_{C}(L u+N u-f)^{2} d A\right)^{1 / 2}$,
where $D$ is the domain of physical interest with the area element $d A$ and the integration is performed in the space $L^{2}$.

## 3 Numerical Experiments

We apply the accelerated ADM method introduced in Eqs. (11) and (12) to several ordinary and partial differential equations of fractional order in this section. Whenever the exact solution $u_{e}$ is known, the pointwise error at the approximation order $M$ having the approximate solution $u_{M}$ is defined via Eq. (13)
$\left|u_{e}-u_{M}\right|$.

### 3.1 Ordinary Fractional Differential Equations

Example 1. To demonstrate the practical applicability of the proposed variation of ADM, we initially take into account the following one-third order fractional differential equation as studied recently in [29] by means of a matrix formulation based on Taylor polynomials
$u^{(1 / 3)}+t^{1 / 3} u=\frac{3}{2 \Gamma(2 / 3)} t^{2 / 3}+t^{4 / 3}, \quad u(0)=0, \quad 0 \leq t \leq 1$.
As given in [29], exact solution to Eq. (14) is simply $u_{e}(t)=t$. Our functional embedding into ADM in Eq. (11) for the current problem is represented by the iteration procedure
$u_{0}=I^{(1 / 3)}\left(\frac{3}{2 \Gamma(2 / 3)} t^{2 / 3}+t^{4 / 3}\right)-h t^{2}$,
$u_{1}=-I^{(1 / 3)}\left(u_{0}(t)\right)+h t^{2}$,
$u_{n+1}=-I^{(1 / 3)}\left(u_{n}(t)\right), \quad n \geq 1$.
In Figs. 1a and 1b, the corresponding squared residual error from Eq. (12) as well as the pointwise absolute errors from Eq. (13) are depicted. The classical ADM with $h=0$ yields a residual error Res $=3.9 \times 10^{-5}$. However, the functional embedding $h t^{2}$ in Eq. (15) gives rise to a much improved residual error Res $=5.3 \times 10^{-7}$ with the optimal $h$ computed as 1.0409 from the
present ADM scheme, see also Fig. 1. Table 1 tabulates the pointwise absolute errors at selected points evaluated from this optimum $h$, which also includes the pointwise errors from the technique in [29] calculated the same number of Taylor polynomials. It is realized from a direct comparison that the proposed method here works perfectly for the whole physical domain of the considered one-third order fractional differential equation Eq. (14), with a much higher accuracy than the matrix method in [29].


Figure 1: ADM solutions for Example 1 at the approximation level 15. (a) Residual error and (b) pointwise errors

Table 1: The absolute pointwise errors from the Taylor matrix method in [29] and the present variation of ADM for Example 1

| $t$ | $[29]$ | Present |
| :--- | :--- | :--- |
| 0.0625 | $8.7459 \times 10^{-4}$ | $2.6021 \times 10^{-18}$ |
| 0.1875 | $2.4989 \times 10^{-4}$ | $8.1629 \times 10^{-14}$ |
| 0.3125 | $1.4806 \times 10^{-4}$ | $2.3641 \times 10^{-11}$ |
| 0.4375 | $1.0379 \times 10^{-4}$ | $8.9104 \times 10^{-10}$ |
| 0.5625 | $7.8838 \times 10^{-5}$ | $1.1975 \times 10^{-8}$ |
| 0.6875 | $6.2897 \times 10^{-5}$ | $8.1996 \times 10^{-8}$ |
| 0.8125 | $5.2381 \times 10^{-5}$ | $3.1187 \times 10^{-7}$ |
| 0.9375 | $3.6299 \times 10^{-5}$ | $3.9217 \times 10^{-7}$ |
| 1.0000 |  | $4.1997 \times 10^{-7}$ |

For future reference, the approximate analytical solution from the 15 th order modified ADM method used to generate the above results is given by the formula in Eq. (16):

$$
\begin{aligned}
u(t) & =t\left(1-1.11022 \times 10^{-16} t^{2 / 3}-2.22045 \times 10^{-16} t^{4 / 3}+1.11022 \times 10^{-16} t^{5 / 3}\right. \\
& +1.11022 \times 10^{-16} t^{7 / 3}+2.498 \times 10^{-16} t^{8 / 3}+5.55112 \times 10^{-17} t^{10 / 3}-1.66533 \times 10^{-16} t^{11 / 3} \\
& -4.16334 \times 10^{-17} t^{4}+5.55112 \times 10^{-17} t^{13 / 3}-1.38778 \times 10^{-17} t^{14 / 3}+1.38778 \times 10^{-17} t^{5}
\end{aligned}
$$

$$
\begin{align*}
& -3.46945 \times 10^{-18} t^{16 / 3}-3.46945 \times 10^{-18} t^{17 / 3}+1.73472 \times 10^{-18} t^{6}+6.93889 \times 10^{-18} t^{19 / 3} \\
& +1.73472 \times 10^{-17} t^{20 / 3}+3.46945 \times 10^{-18} t^{7}-3.90313 \times 10^{-18} t^{22 / 3}-1.73472 \times 10^{-18} t^{23 / 3} \\
& +2.1684 \times 10^{-19} t^{8}+1.30104 \times 10^{-18} t^{25 / 3}-9.75782 \times 10^{-19} t^{26 / 3}-7.58942 \times 10^{-19} t^{9} \\
& +3.25261 \times 10^{-19} t^{28 / 3}+4.33681 \times 10^{-19} t^{29 / 3}-1.0842 \times 10^{-19} t^{1} 0+4.06576 \times 10^{-19} t^{31 / 3} \\
& \left.-0.0000584367 t^{32 / 3}+0.0000588567 t^{11}\right) \tag{16}
\end{align*}
$$

Example 2. The feasibility of proposed ADM for a high-order $(\alpha=1.9)$ fractional differential is next measured by application to the test problem (refer to [17,22])
$u^{(\alpha)}+u=\frac{2}{\Gamma(3-\alpha)} t^{2-\alpha}+t^{2}, \quad u(0)=u^{\prime}(0)=0, \quad 0 \leq t \leq 1$.
The exact solution to Eq. (17) can be worked out as $u_{e}(t)=t^{2}$. As for the ADM Eq. (11) with functional embedding, it is given by
$u_{0}=I^{(\alpha)}\left(\frac{2}{\Gamma(3-\alpha)} t^{2-\alpha}+t^{2}\right)-h t^{3}$,
$u_{1}=-I^{(\alpha)}\left(u_{0}(t)\right)+h t^{3}$,
$u_{n+1}=-I^{(\alpha)}\left(u_{n}(t)\right), \quad n \geq 1$.
In Figs. $2 a$ and $2 b$, the presented are the squared residual error from Eq. (12) together with the pointwise absolute error from Eq. (13) and ADM in Eq. (18). The optimal $h$ computed as 0.0354 from the present ADM scheme leads to a squared residual error $\operatorname{Res}=1.1679 \times 10^{-10}$ in the entire physical domain, which is quite satisfactory compared to the traditional ADM, as inferred from Figs. 2a and 2b. Table 2 lists the selected pointwise absolute errors evaluated from this optimum $h$, which are compared with those obtained via a matrix method in [22]. A highly feasible performance in terms of accuracy is anticipated, also against the numerical methods surveyed in [17]. Thus, the reliability of the current ADM for high order fractional differential equations is indisputably fulfilled.

For future reference, the approximate analytical solution from the 6 th order modified ADM method used to generate the above results is given by Eq. (19):

$$
\begin{align*}
u(t) & =t^{2}+1.38778 \times 10^{-17} t^{39 / 10}+4.33681 \times 10^{-19} t^{49 / 10}+2.60209 \times 10^{-18} t^{29 / 5} \\
& -1.35525 \times 10^{-19} t^{34 / 5}-5.42101 \times 10^{-20} t^{77 / 10}-1.69407 \times 10^{-21} t^{87 / 10} \\
& +8.47033 \times 10^{-22} t^{48 / 5}-9.92617 \times 10^{-24} t^{53 / 5}-6.61744 \times 10^{-24} t^{23 / 2} \\
& +1.24125 \times 10^{-10} t^{25 / 2}-1.12727 \times 10^{-10} t^{67 / 5} \tag{19}
\end{align*}
$$



Figure 2: ADM solutions for Example 2 at the approximation level 6. (a) Residual error and (b) pointwise errors

Table 2: The absolute pointwise errors from the matrix method in [22] and the present variation of ADM for Example 2

| $t$ | $[22]$ | Present |
| :--- | :--- | :--- |
| 0.0 | 0.0 | 0.0 |
| 0.1 | $1.5265 \times 10^{-2}$ | $7.5386 \times 10^{-19}$ |
| 0.2 | $1.5852 \times 10^{-2}$ | $1.4908 \times 10^{-18}$ |
| 0.3 | $1.5889 \times 10^{-2}$ | $2.9924 \times 10^{-17}$ |
| 0.4 | $1.5664 \times 10^{-2}$ | $7.8496 \times 10^{-16}$ |
| 0.5 | $1.5260 \times 10^{-2}$ | $1.1004 \times 10^{-14}$ |
| 0.6 | $1.4687 \times 10^{-2}$ | $8.9279 \times 10^{-14}$ |
| 0.7 | $1.3916 \times 10^{-2}$ | $4.9048 \times 10^{-13}$ |
| 0.8 | $1.2878 \times 10^{-2}$ | $1.9613 \times 10^{-12}$ |
| 0.9 | $1.1464 \times 10^{-2}$ | $5.7864 \times 10^{-12}$ |
| 1.0 | $9.5193 \times 10^{-3}$ | $1.1398 \times 10^{-11}$ |

Example 3. The nonlinear logistic growth fractional differential equation studied in [19,40] is next accounted in the form
$u^{(\alpha)}(t)=\frac{1}{4} u(t)(1-u(t)), \quad u(0)=1 / 3, \quad 0 \leq t \leq 17$.
For comparison purposes with the literature, the exact solution to Eq. (20) with $\alpha=1$, which is $u_{e}(t)=\frac{e^{t / 4}}{2+e^{t / 4}}$, is analyzed in detail in what follows. The resulting ADM iterations Eq. (11) for the problem Eq. (20) are now in the format
$u_{0}=\frac{1}{3}-h t$,
$u_{1}=I^{(\alpha)}\left(\frac{1}{4} u_{0}(t)\left(1-u_{0}(t)\right)\right)+h t$,
$u_{n+1}=I^{(\alpha)}\left(\frac{1}{4}\left(u_{n}(t)-A_{n}(t)\right)\right), \quad n \geq 1$.
With 6 number of terms in the ADM series, the ADM method Eq. (21) produces the optimum $h$ value -0.0509 and the resulting squared residual error with the larger interval of integration domain in Eq. (20) is Res $=0.00719$. The same is Res $=0.4594$ in the case of classical ADM with $h=0$, refer to Fig. 3a. The absolute pointwise error in Fig. 3b and the full approximate solutions against the exact one in Fig. 3c also justify the power the new ADM. Notice in Fig. 3c that the classical ADM will fail to be convergent to the physical solution in the domain of definition. Hence, a great improvement with embedding functional into the traditional ADM is achieved here.

(a)


Figure 3: ADM solutions for Example 3 at the approximation level 6. (a) Residual error, (b) pointwise errors and (c) solutions; unbroken is exact, dashed is the traditional ADM and dotted is the present ADM

Actually, doubling the number of terms gives an improved optimal $h$ value -0.0508 , which yields a smaller residual error Res $=0.00023$, hence reducing the error by an order of magnitude ten. The corresponding data is eventually exhibited through Figs. 4a-4c for further visualization. It is remarked that, even taking twice as large number of terms in the ADM series will not save the classical ADM diverting from the full physical solution, as inferred from Fig. 4c. Indeed, the corresponding residual error increases to Res $=29.49$. However, a smooth convergence of the improved ADM solution is guaranteed as seen from the non distinguishable dotted curve in Fig. 4c.


Figure 4: ADM solutions for Example 3 at the approximation level 12. (a) Residual error, (b) pointwise errors and (c) solutions; unbroken is exact, dashed is the traditional ADM and dotted is the present ADM

Example 4. We consider now the ordinary fractional half-order nonlinear differential equation given in [15]
$u^{\prime}+u^{(1 / 2)}-u^{2}=1+\frac{2}{\sqrt{\pi}} t^{1 / 2}-t^{2}, \quad u(0)=0, \quad 0 \leq t \leq 2$,
with the exact solution $u_{e}(t)=t$. The proposed accelerated ADM in Eq. (11) for the present problem in Eq. (22) turns out to be
$u_{0}=(1-h) \int_{0}^{t}\left(1+\frac{2}{\sqrt{\pi}} t^{1 / 2}-t^{2}\right) d t$,
$u_{1}=h \int_{0}^{t}\left(1+\frac{2}{\sqrt{\pi}} t^{1 / 2}-t^{2}\right) d t-\left(I^{1 / 2} u_{0}\right)(t)+\int_{0}^{t} A_{0}(t) d t$,
$u_{n+1}=-\left(I^{(1 / 2)} u_{n}\right)(t)+\int_{0}^{t} A_{n}(t) d t, \quad n \geq 1$,
for which the Adomian polynomials $A_{n}{ }^{\prime}$ s are for the nonlinearity $u^{2}$.
The residual error is displayed in Fig. 5a and the pointwise errors are revealed in Fig. 5b. At the approximation level $M=3$, the classical ADM in [15] with $h=0$ in Eq. (23) gives a residual error from Eq. (12) as Res $=0.98$, whereas it is lowered to Res $=0.047$ with the optimal $h$ as 0.218 obtained from the present approach. So, an advantage of $10^{-2}$ in the error is reached by the parameter embedding into the classical ADM, as observed from Fig. 5b. For instance, the error $\left|u(2)-u_{e}(2)\right|=0.230932$ obtained from the traditional ADM in [15] with $h=0$ is reduced to $\left|u(2)-u_{e}(2)\right|=0.001019$ within the present ADM. This advantage will certainly be much improved as the order of Adomian polynomials is increased.


Figure 5: ADM solutions for Example 4 at the approximation level 3. (a) Residual error and (b) pointwise errors

Example 5. In this example, it is accounted for the ordinary fractional order nonlinear differential equation version of the classical free-fall mechanical problem (when $m=1$ ) often studied in the open literature such as [12]
$u^{(\alpha)}+u^{2}=1, \quad 0 \leq t \leq 1$,
$u(0)=\cdots=u^{(k \alpha)}(0)=0, \quad(k=0,1 \cdots, m-1)$,
$m-1<\alpha \leq m, \quad m \in N$.

The proposed accelerated ADM in Eq. (11) for the present problem in Eq. (24) becomes
$u_{0}=I^{\alpha}(1)-h t^{\alpha}$,
$u_{1}=h t^{\alpha}-\left(I^{\alpha} A_{0}\right)(t)$,
$u_{n+1}=-\left(I^{\alpha} A_{n}\right)(t), \quad n \geq 1$,
for which the Adomian polynomials $A_{n}{ }^{\prime}$ s are for the nonlinearity $u^{2}$. Some of the iterations from Eq. (25) are presented below in Eq. (26)

$$
\begin{align*}
u_{0} & =t^{\alpha}\left(-h+\frac{1}{\Gamma(1+\alpha)}\right), \\
u_{1} & =h t^{\alpha}-\frac{t^{3 \alpha}(-1+h \Gamma(1+\alpha))^{2} \Gamma(1+2 \alpha)}{\Gamma(1+\alpha)^{2} \Gamma(1+3 \alpha)}, \\
u_{2} & =\frac{2 t^{3 \alpha}(-1+h \Gamma(1+\alpha)) \Gamma(1+2 \alpha)\left(-t^{2 \alpha}(-1+h \Gamma(1+\alpha))^{2} \Gamma(1+4 \alpha)+h \Gamma(1+\alpha)^{2} \Gamma(1+5 \alpha)\right)}{\Gamma(1+\alpha)^{3} \Gamma(1+3 \alpha) \Gamma(1+5 \alpha)}, \\
u_{3} & =\frac{t^{3 \alpha} \Gamma(1+2 \alpha)}{\Gamma(1+3 \alpha)^{2}}\left(-h^{2} \Gamma(1+3 \alpha)+\frac{6 h t^{2 \alpha}(-1+h \Gamma(1+\alpha))^{2} \Gamma(1+3 \alpha) \Gamma(1+4 \alpha)}{\Gamma(1+\alpha)^{2} \Gamma(1+5 \alpha)}\right. \\
& \left.-\frac{t^{4 \alpha}(-1+h \Gamma(1+\alpha))^{4}(4 \Gamma(1+3 \alpha) \Gamma(1+4 \alpha)+\Gamma(1+2 \alpha) \Gamma(1+5 \alpha)) \Gamma(1+6 \alpha)}{\Gamma(1+\alpha)^{4} \Gamma(1+5 \alpha) \Gamma(1+7 \alpha)}\right) . \tag{26}
\end{align*}
$$

Minimizing the residuals as shown in Fig. 6a for three distinct values of the exponent $\alpha$ at the approximation level $M=8$, the corresponding optimal values of $h$ are listed in Table 3. The present technique clearly enhances the accuracy over the classical ADM method.


Figure 6: ADM solutions for Example 5 at the approximation level 8. (a) Residual error and (b) Approximate solutions

Table 3: First row is to denote the classical ADM residuals $(h=0)$. Second and the third rows are the residuals and optimum $h$ values from the presented accelerated ADM

|  | $\alpha=0.5$ | $\alpha=1$ | $\alpha=1.5$ |
| :--- | :--- | :--- | :--- |
| Res | $63.1189 \times 10^{0}$ | $56.5382 \times 10^{-5}$ | $57.5779 \times 10^{-11}$ |
| Res | $40.6852 \times 10^{-4}$ | $13.4043 \times 10^{-7}$ | $34.6259 \times 10^{-13}$ |
| $h$ | 0.33821 | 0.11772 | 0.01307 |

The approximate solutions are further demonstrated in Fig. 6b, for which $\alpha=1$ leads to the exact solution $u=\tanh t$.

### 3.2 Partial Fractional Differential Equations

Example 1. Consider the single nonlinear fractional reaction-diffusion equation as presented in [10]
$D_{t}^{(\alpha)} u=\left(u^{2} u_{x}\right)_{x}-u-u^{3}, \quad 0 \leq t \leq 2, \quad 0 \leq x \leq 5, \quad 0<\alpha \leq 1$
$u(x, 0)=e^{\frac{x}{\sqrt{3}}}$.
The system in Eq. (27) has exact traveling-wave solution when $\alpha=1$ expressed by $u(x, t)=$ $e^{-t+\frac{x}{\sqrt{3}}}$. In this case we have the iterative procedure due to the improved ADM in Eq. (11)
$u_{0}=(1-h t) e^{\frac{x}{\sqrt{3}}}$,
$u_{1}=h t e^{\frac{x}{\sqrt{3}}}+\int_{0}^{t} A_{0}(x, t) d t$,
$u_{n+1}=\int_{0}^{t} A_{n}(x, t) d t, \quad n \geq 1$,
for which the Adomian polynomials $A_{n}{ }^{\prime}$ s are representing the right-hand side of Eq. (27). The tenth-order ADM approximation from Eq. (28) yields the approximate solution Eq. (29)

$$
\begin{align*}
u(x, t) & =e^{\frac{x}{\sqrt{3}}}\left(1-t+\frac{t^{2}}{2}-\frac{t^{3}}{6}+\frac{t^{4}}{24}-\frac{t^{5}}{120}+\frac{t^{6}}{720}-\frac{t^{7}}{5040}+\frac{t^{8}}{40320}-\frac{t^{9}}{362880}\right. \\
& \left.+\frac{t^{10}}{3628800}-\frac{h t^{11}}{39916800}\right) . \tag{29}
\end{align*}
$$

At this level of ADM series, minimizing the squared residual error over the domain $x \in[0,5]$ and $t \in[0,2]$ using Eq. (12), we obtain an optimum value of $h=0.85207$ leading to the residual error $9.76516 \times 10^{-6}$ vs. the classical ADM residual $1.45122 \times 10^{-3}$ with $h=0$. This can be better visualized from Fig. 7. Indeed, the values of $u(5,2)$ from the classical ADM, from the present ADM and from the exact formula result in 2.428019036, 2.427234972, 2.427231593, respectively.


Figure 7: ADM solutions for Example 1 at the approximation level 10 displaying the residual error
Example 2. We now deal with the time-fractional Fornberg-Whitham partial differential equation as presented in [13]
$D_{t}^{(\alpha)} u+L u+N u=0, \quad 0 \leq t \leq 6, \quad 0 \leq x \leq 4, \quad 0<\alpha \leq 1$
$u(x, 0)=e^{\frac{1}{2} x}$,
where $L u=-u_{x x t}+u_{x}$ is the linear and $N u=\frac{1}{2}\left(u^{2}-u_{x x}^{2}\right)_{x}$ is the nonlinear components. We have the present ADM iterative process for Eq. (30) generating Eq. (31)
$u_{0}=(1-h t) e^{\frac{1}{2} x}$,
$u_{1}=h t e^{\frac{1}{2} x}-I^{\alpha}\left(L u_{0}(x, t)+A_{0}(x, t)\right)$,
$u_{n+1}=-I^{\alpha}\left(L u_{n}(x, t)+A_{n}(x, t)\right), \quad n \geq 1$,
where $A_{n}$ 's are the Adomian polynomials representing the nonlinearity $N$ in Eq. (30).
The fifth-order ADM series approximation generates an optimum value of $h=0.41681$ for the derivative-order $\alpha=1$ and of $h=0.34137$ for the fractional derivative-order $\alpha=0.9$, whose residuals can be observed in Fig. 8. With the advantage of reduction of the error by the order of magnitude $10^{-1}$, the present ADM will receive the error of the Homotopy Analysis method given in [13].

Example 3. We now consider the following time-fractional Navier-Stokes equation for the diffusion model given in [9]
$D_{t}^{(\alpha)} u=u_{r r}+\frac{1}{r} u_{r}, \quad 0 \leq t \leq 1, \quad 4 \leq r \leq \infty, \quad 0<\alpha \leq 1$
$u(r, 0)=r$.
The iterative ADM adopted for Eq. (32) is
$u_{0}=(1-h) r$,
$u_{1}=h r+\left(I^{\alpha} L u_{0}\right)(r, t)$,
$u_{n+1}=\left(I^{\alpha} L u_{n}\right)(r, t), \quad n \geq 1$,
with $L u=u_{r r}+\frac{1}{r} u_{r}$. Eq. (33) produces at the tenth-order of approximation Eq. (34)

$$
\begin{align*}
u(r, t) & =\frac{1}{r^{19}}\left(r^{20}+\frac{r^{18} t^{\alpha}}{\Gamma(1+\alpha]}+\frac{r^{16} t^{2 \alpha}}{\Gamma(1+2 \alpha)}+9 t^{3 \alpha}\left(\frac{r^{14}}{\Gamma(1+3 \alpha)}+25 t^{\alpha}\left(\frac{r^{12}}{\Gamma(1+4 \alpha)}\right.\right.\right. \\
& +49 t^{\alpha}\left(\frac{r^{10}}{\Gamma(1+5 \alpha)}+81 t^{\alpha}\left(\frac{r^{8}}{\Gamma(1+6 \alpha)}+121 t^{\alpha}\left(\frac{r^{6}}{\Gamma(1+7 \alpha)}+169 t^{\alpha}\left(\frac{r^{4}}{\Gamma(1+8 \alpha)}\right.\right.\right.\right. \\
& \left.\left.\left.\left.\left.\left.\left.+225 t^{\alpha}\left(\frac{r^{2}}{\Gamma(1+9 \alpha)}-\frac{289(-1+h) t^{\alpha}}{\Gamma(1+10 \alpha)}\right)\right)\right)\right)\right)\right)\right)\right) \tag{34}
\end{align*}
$$



Figure 8: ADM solutions for Example 2 at the approximation level 5 displaying the residual error

Fig. 9 reveals the residuals, respectively for $\alpha=0.5,0.75$ and 1 . The optimal values of $h$ are also summarized in Table 4. The advantage of the present ADM is anticipated.


Figure 9: ADM solutions for Example 3 at the approximation level 10 displaying the residual error

Table 4: First row is to denote the classical ADM residuals $(h=0)$. Second and the third rows are the residuals and optimum $h$ values from the presented accelerated ADM

|  | $\alpha=0.5$ | $\alpha=0.75$ | $\alpha=1$ |
| :--- | :--- | :--- | :--- |
| Res | $76.4934 \times 10^{0}$ | $54.2311 \times 10^{-2}$ | $18.3075 \times 10^{-4}$ |
| Res | $67.5761 \times 10^{-2}$ | $11.1653 \times 10^{-3}$ | $12.5545 \times 10^{-5}$ |
| $h$ | 1.12592 | 1.28873 | 1.94866 |

Example 4. We finally consider the following cancer tumor model given in [5]
$D_{t}^{(\alpha)} u=u_{r r}-t^{2} u, \quad 0 \leq t \leq 1, \quad 0 \leq r \leq \infty, \quad 0<\alpha \leq 1$
$u(r, 0)=e^{-r}$.
Model in Eq. (35) is treated with the present ADM procedure in Eq. (36)
$u_{0}=(1-h) e^{-r}$,
$u_{1}=h e^{-r}+\left(I^{\alpha} L u_{0}\right)(r, t)$,
$u_{n+1}=\left(I^{\alpha} L u_{n}\right)(r, t), \quad n \geq 1$,
with $L u=u_{r r}-t^{2} u$.
Fig. 10 reveals the residuals, respectively for $\alpha=0.5,0.8$ and 1 . The corresponding optimal values of $h$ are further summarized in Table 5. We observe the contribution of the proposed technique to the accuracy via the addition of $h$.

Remark 2. For numerical examples ofr fractional partial differential equations, only initial problems are given due to the fact that the fractional derivatives are assigned to the time derivative. However, the modified ADM procedure is also equally applicable when fractional partial differential equations are considered with initial and boundary conditions.


Figure 10: ADM solutions for Example 4 at the approximation level 5 displaying the residual error

Table 5: First row is to denote the classical ADM residuals ( $h=0$ ). Second and the third rows are the residuals and optimum $h$ values from the presented accelerated ADM

|  | $\alpha=0.5$ | $\alpha=0.8$ | $\alpha=1$ |
| :--- | :--- | :--- | :--- |
| Res | $27.5940 \times 10^{-3}$ | $20.4971 \times 10^{-4}$ | $29.8107 \times 10^{-5}$ |
| Res | $42.2623 \times 10^{-4}$ | $27.6820 \times 10^{-5}$ | $39.0587 \times 10^{-6}$ |
| $h$ | -0.63351 | -0.23839 | -0.12966 |

## 4 Conclusions

The motivation of the present work is to provide an effective solution method for the fractional ordinary and partial differential equations of the hot topic of the recent literature. A considerable performance the present approach over the standard ADM is obtained by means of plugging a functional term involving both a variable and a parameter. $L^{2}$ norm is then adopted in order for capturing the optimal embedded parameter value by means of the global error from the squared residual. The advantage of the proposed method is tested over well-studied ordinary and partial fractional differential equations involving a variety of fractional order derivatives. Results prove that the presented algorithm is fairly accurate, more advantageous over the traditional ADM as well as over some recent numerical approaches and also more straightforward to implement for the fractional differential equations. Indeed, the functional term embedding adopted here is shown to greatly accelerate the convergence of the conventional ADM series in the problems involving both fractional ordinary and partial differential equations analyzed here.

As a future research, the current proposal can be extended to variable order fractional differential equations. This will obviously require more mathematical rigor. Other functional embeddings from the considered here can be searched for improving the accuracy of the Adomian decomposition method as well. Moreover, the linear/nonlinear PDEs considered within the present research involve $(1+1)$ (time + space) dimensional equations. Application of the present ADM modification to $(1+2)$ and higher-dimensional equations would warrant further work.
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