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ABSTRACT

Based on the analyses of existing preference group decision-making (PGDM) methods with intuitionistic fuzzy
preference relations (IFPRs), we present a new PGDM framework with incomplete IFPRs. A generalized multi-
plicative consistent for IFPRs is defined, and a mathematical programming model is constructed to supplement
the missing values in incomplete IFPRs. Moreover, in this study, another mathematical programming model is
constructed to improve the consistency level of unacceptably multiplicative consistent IFPRs. For group decision-
making (GDM) with incomplete IFPRs, three reliable sources influencing the weights of experts are identified.
Subsequently, a method for determining the weights of experts is developed by simultaneously considering three
reliable sources. Furthermore, a targeted consensus process (CPR) is developed in this study with reference to
the actual situation of the consensus level of each IFPR. Meanwhile, in response to the proposed multiplicative
consistency definition, a novel method for determining the optimal priority weights of alternatives is redefined.
Lastly, based on the above theory, a novel GDM method with incomplete IFPRs is developed, and the comparative
and sensitivity analysis results demonstrate the utility and superiority of this work.

KEYWORDS
Intuitionistic fuzzy preference relations; multiplicative consistency; consensus; optimization model; group
decision-making

1 Introduction

Multi-attribute decision-making (MADM) aims to identify the best alternative from a set of
finite feasible alternatives by considering multiple attributes that are used extensively in numerous
fields of modern life [1–3]. However, because of the many evaluation factors of complex decision-
making problems, it is difficult for experts to provide a corresponding evaluation value for each
factor, leading to the emergence of preference DMs (PDMs) [4,5]. The PDM is used to identify the
best alternative from a set of finite feasible alternatives using preference relations (PRs) between
alternatives offered by experts, which is simpler and more convenient than MADM. PR is a form
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of pairwise comparison between alternatives, and was initially reported by Saaty [6] in the analytic
hierarchy process. Since PRs are highly consistent with people’s evaluation habits and experts can
provide them easily, consequently, PDM has received widespread attention in recent years. Currently,
there are two primary types of PRs, i.e., additive preference relations [7] and multiplicative preference
relations [8]. With extensive research on PDM, many derivatives of the two PRs have emerged
through the intervention of various fuzzy sets, such as interval fuzzy preference relations (IVFPRs)
[9,10], intuitionistic fuzzy preference relations (IFPRs) [11], intuitionistic multiplicative preference
relations (IMPRs) [12], complex intuitionistic fuzzy preference relations (CIFPRs) [13], hesitant
fuzzy preference relations (HFPRs) [14], probabilistic hesitant fuzzy preference relations (PHFPRs)
[15], etc. [16]. Among them, since IFPRs can express the pairwise comparison between alternatives
from the following three dimensions: affirmative, negative, and hesitant, IFPRs are more popular in
group decision-making (GDM) when expressing the pairwise comparison between alternatives with
uncertain information. Therefore, GDM with IFPRs is an interesting topic. Generally, it is necessary
to perform three processes for GDM with IFPRs. First, the consistency of IFPRs is an essential issue
in GDM, the quality of which directly affects the reasonability and acceptability of the final DM result.
Researches related to the consistency of IFPRs in GDM includes how to define, check, and repair the
consistency. Second, the consensus among individual IFPRs is another crucial issue in GDM with
IFPRs, the quality of which directly impacts the recognition and acceptance of the final DM result by
all members in the group. Researches related to consensus in GDM with IFPRs includes checking and
improving the consensus. In addition to the above two issues, the ranking process of alternatives is the
third issue that must be solved in GDM with IFPRs. Research on the ranking process of alternatives
primarily refers to the selection of a reasonable method for determining the priority weight vector of
the alternatives. Although many achievements have been made in the research on GDM with IFPRs,
these methods are imperfect for numerous reasons. Therefore, this study continued to study GDM
with IFPRs.

The remainder of the paper is organized as follows. Section 2 briefly recalls the literature review
of GDM with IFPRs. This section also resumes the research motivations, novelties and research
methodology of this study. In Section 3, the concepts regarding IFPRs are reviewed. In Section 4,
a generalized multiplicative consistency definition of IFPRs is presented. Section 5 constructs respec-
tively two mathematically programming models to supplement the default values in incomplete
IFPRs and improve the consistency level of the unacceptably consistent IFPRs. After that develops
a new consistency improving method with incomplete IFPRs. Section 6 introduces a new method of
generating the experts’ weights, and then designs a targeted CPR and develops a method determining
priority weight vector of alternatives. Further, based on the above theoretical basics, a new GDM
method with incomplete IFPRs is developed. In Section 7, an application example is supplied to verify
the practicability of the method presented in this study, comparative and sensitivity analysis result
shows the advantages of this method. Concluding remarks are given in Section 8.

2 Literature Review

As an extension of the conventional fuzzy set portrayed by Atanassov [17], the intuitionistic fuzzy
set (IFS) theory uses three-dimensional (3D) degrees to characterize the experts’ positive, negative, and
indeterminate cognitions. Owing to its robust advantages in describing the uncertainty and vagueness
of human thinking, the IFS has received special attention in the field of DM. Therefore, many DM
methods based on the IFS have also been developed. For instance, Liao et al. manifested the intuition-
istic fuzzy Preference Ranking Organization Method for Enrichment Evaluations (PROMETHEE)
[18], Liao et al. [19] extended Analytic Network Process (ANP) into intuitionistic fuzzy environments
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and developed the intuitionistic ANP (IFANP) method, and Wan et al. [20] introduced the Best-
worst method with IFPRs, and Efe [21] proposed IF modelling-based risk assessment approaches
using IF numbers-based quality function deployment (QFD) and VIseKriterijumska Optimizacija
I Kompromisno Resenje (VIKOR) technique. Stanujkić et al. [22] proposed a new extension of the
WASPAS method for DM problems with intuitionistic fuzzy numbers. Moreover, Kushwaha et al.
[23] presented an integrated framework based on Intuitionistic Fuzzy-Failure Mode Effect Analysis
(IF-FMEA) and IF-Technique for Order Preference by Similarity to Ideal Solution (IF-TOPSIS)
techniques to rank the listed failure causes, etc. Among the methods based on IFS for handling
DM problems, the DM method based on IFPRs is one of the fundamental and efficient methods
for modeling DM issues. In recent years, many achievements have been made regarding DM with
IFPRs. Xu et al. [24] developed a consensus analysis method for GDM with IFPRs based on a
defined similarity measure between IFSs. Xu et al. [25] first presented the multiplicative consistency
definition and used it to estimate probable missing elements in an incomplete IFPR, after which they
developed a GDM method with incomplete IFPRs. Based on the consistency definition [25], Xu et
al. [26] developed an approach to enhance the consistency level of unacceptably consistent IFPRs
and extended the classic analytic hierarchy process (AHP) into intuitionistic fuzzy AHP (IFAHP).
Furthermore, Liao et al. [27] found that the multiplicative consistency condition proposed in [25]
conflicts with Saaty’s multiplicative transitivity property because of stringent constraints and proposed
a general multiplicative consistency definition of IFPRs and developed a novel approach to derive the
priority weights from an IFPR. Based on the multiplicative consistency definition presented in [27],
Liao et al. [28] devised an iterative algorithm to enhance the consistency level of IFPRs, and then
presented an interesting consensus reaching process, and Xu et al. [29] constructed an optimization
model to repair the consistency of the unacceptably consistent IFPRs and developed a GDM method
with IFPRs by simultaneously considering the acceptable consensus and consistency. Jin et al. [30]
developed a novel approach to derive the priority weights from an IFPR and proposed a GDM method
with IFPRs. In addition, according to the isomorphism between IVFPRs and IFPRs, Gong et al. [31]
introduced the definition of multiplicative consistent IFPR, based on which the intuitionistic fuzzy
priority weight vector (IFPWV) was produced through some goal programming models. Moreover,
Wu et al. [32] initiated multiplicative consistency of IFPRs by a proposed multiplicative consistency
definition for IVFPRs, and designed a consistency and consensus improving method based on
feedback mechanism. Based on the multiplicative consistency of IFPRs presented in [32], Wu et al.
[33] constructed a multiplicative consistency-based multi-objective programming (MOP) model to
derive the priority vector from an IFPR. More recently, Meng et al. [34] provided an innovative
multiplicative consistency definition of IFPRs based on the quasi-interval-based transitivity equation
of IVFPRs and constructed a consensus model to enhance consensus among experts. Based on Krejčí
[35] multiplicative consistency definition of IVFPRs, Meng et al. [36] redefined the multiplicative
consistency of IFPRs, and Wang [37] presented a novel multiplicative consistency definition of IFPRs
and developed a representable uninorm based IFAHP.

2.1 Research Motivations
The literature reviews reveal that the above mentioned achievements are effective in dealing with

real DM problems; however, there are some gaps in the following aspects, which can be summarized
as follows:

(1) The first gap obtained from existing studies is in terms of consistency management in
GDM with IFPRs. In [24], the multiplicative consistency of individual IFPRs was not considered,
which could lead to an unreasonable DM result. In [37], Wang pointed out that these multiplicative
consistency definitions for IFPRs presented in [25,27,32] are not intuitionistic fuzzy extensions
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of Tanino’s multiplicative consistency. Therefore, the DM outcomes obtained by GDM methods
[28,29,32], which were respectively developed based on the consistency definitions in [25,27,32] may
lack rationality and persuasiveness. Moreover, because the GDM method with IFPRs [34] is developed
based on complete multiplicative consistency, and the DM result is produced at the cost of a large
amount of original information loss (it can be seen from the comparative analysis in Section 6). For
GDM methods [30,31], the consistency of the IFPRs has not been considered. Given the shortcomings
of consistency management in GDM with IFPRs [25,27–29,32,34], it is essential to present a more
reasonable consistency management framework for GDM with IFPRs, which is the first motivation
of this study.

(2) The second gap obtained from existing studies is in terms of the method of determining the
weights of experts. In these methods [24,25,28,30,31], the experts’ weights are assigned in advance,
which makes it difficult to avoid subjective randomness. In [29], the experts’ weights were derived by
simultaneously considering the consistency index and confidence degree. In [32], experts’ weights were
derived by considering the consistency index. In [34], experts’ weights were derived by considering
the degree of confidence. Although these methods determine experts’ weights in [29,32,34] effectively
avoid the subjective randomness of the experts’ weights, they only consider one or two aspects affecting
experts’ weights. In fact, some factors, such as the hesitancy degree of the IFPRs and the ability to
retain the original information, have a greater impact on the experts’ weights. In view of this fact, it is
essential to propose a method determining the experts’ weights that comprehensively considers these
aspects, which is the second motivation of this research.

(3) The third gap obtained from existing studies is in terms of the consensus-reaching process
(CRP) in GDM with IFPRs. In the methods [25,30,31], group consensus among experts was not
considered. In [24,28,32,34], the information loss of the original individual IFPRs was ignored in
CRP. In [29], although the information loss of the original individual IFPRs has gained attention,
the adjustments for individual IFPRs were accomplished by modifying all individual IFPRs via an
optimization model, which illustrates the adjustment without the target. Thus, the final adjusted
individual IFPRs may not be optimal in terms of preserving the original information (it is evident
from the comparative analysis in Section 6). In view of the shortcomings of the CRP proposed in
[24,28–32,34], it is essential to develop a more reasonable consensus-improving method, which is the
third motivation of this study.

(4) The fourth gap obtained from existing studies exist in terms of the method employed for
obtaining the priority weights of alternatives. In the methods [25,28,29,32,34], the priority weights
of alternatives have been primarily determined by some aggregation operator; however, for some
situations, it may cause a number of information losses if this method is adopted. However, although
the priority weights of alternatives are derived by the optimization model in [27,30,31], which
effectively prevents the loss of information, the DM result may lack persuasiveness because the priority
weights of alternatives are generated based on the group IFPR without checking the consistency. In
view of the shortcomings of methods for obtaining the priority weights of alternatives in [25,27–32,34],
it is necessary to develop a more reasonable method to obtain the priority weights of alternatives, which
is the fourth motivation of this study.

2.2 Novelties of this Article
To bridge the above four research motivations, this study aims to develop a novel GDM method

using IFPRs, the key novelties of which are listed below:

(1) A more generalized multiplicative consistency definition for IFPRs is presented, which com-
pensates for the defects of the existing multiplicative consistency definitions for IFPRs. Furthermore,
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a more reasonable consistency management framework for GDM with IFPRs is presented, in which
the acceptable multiplicative consistency of individual IFPRs is considered.

(2) Three reliable sources influencing experts’ weights were first identified by analyzing the
factors affecting experts’ weights, and a method of determining experts’ weights was developed by
simultaneously considering three reliable sources.

(3) A targeted consensus-improving method is developed by which the individual IFPRs obtained
retain the original information to the greatest extent while achieving an acceptable consensus and
consistency level.

(4) The priority weights of the alternatives were derived from the acceptably multiplicative
consistent IVFPR via the optimization model, which prevents information loss and enhances the
persuasiveness of the obtained DM result.

2.3 Research Methodology
To achieve the goal mentioned above, the research methodology for the present study is shown in

Fig. 1.
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Stage 1: Consistency improving phase: Based on the proposed multiplicative consistency definition
for IFPRs, two mathematical programming models are respectively constructed to supplement the
default values in incomplete IFPRs and improve the consistency level of unacceptably consistent
IFPRs.

Stage 2: Consensus improving phase: This stage introduces a new method of generating experts’
weights, and then designs a targeted consensus improving method to enhance the consensus level of
individual IFPRs.

Stage 3: Exploitation phase: Based on the proposed multiplicative consistency definition for
IFPRs, a method determining the priority weights of alternatives is developed.

3 Preliminaries

This section mainly reviews some relevant concepts of IFSs and IFPRs. Let N = {1, 2, · · · , n} and
Q = {1, 2, · · · , q} be the corresponding sets of indices.

Definition 3.1. [17] Assume that Z = {z1, z2, · · · , zn} is a fixed set, an IFS in Z is defined as T =
{< z, μT (z) , υT (z) >| z ∈ Z}, where μT (z) and υT (z) denote the membership and non-membership
degrees of ∀z ∈ Z to set T , respectively, such that μT (z) , υT (z) ∈ [0, 1] and μT (z) + υT (z) ≤ 1 for
∀z ∈ Z. πT (z) = 1 − μT (z) − υT (z) is called the hesitancy degree of ∀z ∈ Z to set T .

In addition, Xu et al. [38] introduced the intuitionistic fuzzy number (IFN), which is generally
denoted as a = (μa, υa), where 0 ≤ μa, υa ≤ 1 and μa + υa ≤ 1.

Definition 3.2. [39] Assume that a1 = (u1, ν1) and a2 = (u2, ν2) are two IFNs, the distance between
a1 and a2 is defined as Eq. (1):

d (a1, a2) = 1
2

(|u1 − u2| + |ν1 − ν2|) (1)

Definition 3.3. [11] Let X be a finite set of compared alternatives. An IFPR A on X is represented
by a matrix A = (aij

)
n×n

= (〈μij, υij

〉)
n×n

, where μij and υij denote the membership and non-membership
degrees to which xi is preferred to xj, respectively. Moreover, μij and υij satisfy: μij, υij ∈ [0, 1], μij = υji,
υij = μji, μij + υij ≤ 1, μii = υii = 1, for all i, j ∈ N.

4 A New Multiplicative Consistency Framework for IFPRs

In this section, based on the multiplicative consistency definition for IFPRs proposed by Meng et
al. [36], a new consistency index for IFPRs is first defined, after which the corresponding acceptably
multiplicative consistency definition for IFPRs is presented.

Definition 4.1. [36] Let A = (
aij

)
n×n

= (〈
μij, υij

〉)
n×n

be an IFPR. If for any preferred degree εij ∈[
μij, 1 − υij

]
, there always exist two preferred degrees εik ∈ [μik, 1 − υik] and εkj ∈ [μkj, 1 − υkj

]
, such that

the three preferred degrees εij, εik and εkj satisfy Tanino’s multiplicative transitivity [40], i.e., Eq. (2):
εij

εji

= εik

εki

εkj

εjk

(i, k, j ∈ N; i �= k �= j) (2)

Then A is regarded as multiplicative consistent.

Property 4.1. [36] Let A = (
aij

)
n×n

= (〈
μij, υij

〉)
n×n

be an IFPR. If A satisfies the following
inequalities:

μij

1 − υji

≥ μik

1 − υki

μkj

1 − υjk

,
1 − υij

μji

≤ 1 − υik

μki

1 − υkj

μjk

(i, k, j ∈ N; k �= i, j; i < j) (3)
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Then A is regarded as a multiplicative consistent IFPR.

Since μji = υij and υji = μij, Eq. (3) can be reduced as:
1 − υij

υij

≤ 1 − υik

υik

1 − υkj

υkj

(i, k, j ∈ N; i �= k �= j) (4)

By taking the logarithm on both sides of Eq. (4), we can obtain

log
(
1 − υij

)− log υij ≤ log (1 − υik) − log υik + log
(
1 − υkj

)− log υkj (i, k, j ∈ N; i �= k �= j) (5)

It should be noted that Eq. (5) holds only when the IFPR A is completely consistent. However, in
the real DM problems, it is not easy for an expert to offer a completely consistent IFPR, that is to say,
it is difficult to find an IFPR meeting Eq. (5). Given the above facts, the smaller deviations are usually
permitted. Thus, we expect to seek an IFPR to satisfy Eq. (5) in fuzzy sense, i.e., Eq. (6):

log
(
1 − υij

)− log υij −
(
log (1 − υik) − log υik + log

(
1 − υkj

)− log υkj

) ≤̃0 (i, k, j ∈ N; i �= k �= j) (6)

where the symbol “≤̃” is the fuzzy version for symbol “≤” in the real number and has the linguistic
interpretation “essentially equal to”. Let

Raikj = log
(
1 − υij

)− log υij −
(
log (1 − υik) − log υik + log

(
1 − υkj

)− log υkj

)
(i, k, j ∈ N; i �= k �= j)

(7)

then Eq. (6) can be rewritten as Raikj ≤̃ 0 (i, k, j ∈ N; i �= k �= j). Furthermore, we construct the linear
membership function to represent the intensity of satisfaction for fuzzy constraints given in Eq. (7) as
the following Eq. (8):

M
(
Raikj

) =

⎧⎪⎪⎨
⎪⎪⎩

0 Raikj > tikj

1 − Raikj

tikj

0 ≤ Raikj ≤ tikj

1 Raikj < 0

(i, k, j ∈ N; i �= k �= j) (8)

where tikj(i, k, j ∈ N; i �= k �= j) are tolerance parameters.

In what follows, based on the above linear membership functions for fuzzy constraint given in
Eq. (7), a new multiplicative consistency index to quantify the multiplicative consistency level of IFPRs
is presented.

Definition 4.2. Let A = (
aij

)
n×n

= (〈
μij, υij

〉)
n×n

be an IFPR. The multiplicative consistency index
MCI (A) of the IFPR A is defined as the following Eq. (9):

MCI (A) =
∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
Raikj

))
n × (n − 1) × (n − 2)

(9)

where μ
(
M
(
Raikj

)) = min
{
max

{
M
(
Raikj

)
, 0
}

, 1
}
(i, k, j ∈ N; i �= k �= j) represent the linear mem-

berships for fuzzy constraints given in Eq. (6).

Remark 4.1. It is apparent that 0 ≤ MCI (A) ≤ 1. The bigger the value of MCI (A), the
better consistency of A. Specifically, if MCI (A) = 1, then A is called a completely multiplicative
consistent IFPR.

Definition 4.3. Let MCI0 ∈ [0, 1] be a consistent threshold. If MCI (A) ≥ MCI0, then A is regarded
as an acceptably multiplicative consistent IFPR. Otherwise, it is called an unacceptably one.
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However, due to the complexity and uncertainty of DM problems involved in real life, it is not
an easy thing for experts to provide acceptably consistent IFPRs. For these unacceptably consistent
IFPRs, generally, the judgments of IFPRs needs to be adjusted by establishing related optimization
model to make the IFPRs reach an acceptable consistency level.

5 A New Method for Improving the Consistency of the Incomplete IFPRs

It is common to encounter information default in DM because of experts’ limited expertise and
time pressure or the complex DM environment. Therefore, it is very necessary to present an effective
method to deal with the DM problems with incomplete information under intuitionistic fuzzy context.
To do this, we first need to supplement these missing values. In this section, based on the above
multiplicative consistency measure concept, the missing values in an incomplete IFPR are estimated
by constructing related optimization model.

5.1 Optimization Model for Estimating Missing Values in Incomplete IFPRs
Before constructing the optimization model to estimate missing values in incomplete IFPRs, the

relevant concepts for incomplete IFPRs are first introduced in the following.

Definition 5.1. Let A = (
aij

)
n×n

= (〈
μij, υij

〉)
n×n

be an IFPR. If some membership degrees, non-
membership degrees or both membership and non-membership degrees of its pairwise judgments are
missing, then A is regarded as an incomplete IFPR.

In this paper, Ã = (
ãij

)
n×n

= (〈
μ̃ij, υ̃ij

〉)
n×n

is employed to denote the incomplete IFPR to

distinguish the complete IFPR A. As to Ã, let Nij = {
(i, j)| μ̃ij is unknown i, j ∈ N

}
and Nμ ={

(i, k, j)| μ̃ij ∨ μ̃ik ∨ μ̃kj is unknown, i, k, j ∈ N
}
.

Definition 5.2. Let Ã = (
ãij

)
n×n

be an incomplete IFPR. If there exist some values in [0, 1] for all

unknown values in Nμ satisfying Eq. (4), then the incomplete IFPR Ã is multiplicative consistent.

In fact, for an incomplete IFPR Ã, we often cannot guarantee that Eq. (4) holds. That is to say,
the membership value for fuzzy constraints given in Eq. (6) may be not equal to 1. Thus, we often seek
some values in [0, 1] for all unknown values in Nμ to make the membership value for fuzzy constraints
given in Eq. (6) reach the maximum. Given the above facts, we construct the following mathematical
programming model:

max
∑

(i,k,j)∈Nμ
μ
(
M
(
Rãikj

))

s.t.

⎧⎨
⎩

min
{
max

{
M
(
Rãikj

)
, 0
}

, 1
} = μ

(
M
(
Rãikj

))
μ̃ij ≥ 0, μ̃ij ≤ 1 − υ̃ij (i, j) ∈ Nij

μ̃ij ≥ 0, μ̃ji ≥ 0, μ̃ij + μ̃ji ≤ 1 (i, j) ∈ Nij ∧ (j, i) ∈ Nji

(10)

where M
(
Rãikj

)
are derived by Eq. (8). The first constrain comes from Definition 4.2, and the rest

constrains ensure that the supplemented values for Ã meet the requirement of IFNs. By solving the
Eq. (10), we obtain the optimal solutions, denoted by μ̃ij(i, j) ∈ Nij. Furthermore, based on these
optimal solutions, the complete IFPR A associated with Ã is derived.
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5.2 Optimization Model for Improving Consistency Level of Complete IFPRs
The consistency level of PR has a crucial impact on the final DM result. It happens too often that

an unreasonable DM result may be generated from a PR with poor consistency. In fact, a complete
IFPR A given by expert (or derived by solving Eq. (10)) is generally unacceptably consistent, namely,
MCI (A) < MCI0. To acquire an acceptably consistent IFPR A = (

aij

)
n×n

= (〈
μij, υ ij

〉)
n×n

associated
with A, a mathematical programming model is constructed as follows:

∇∗ = min 1
n(n−1)

∑n−1

i=1

∑n

j=i+1

(∣∣μij − μij

∣∣+ ∣∣υij − υ ij

∣∣)

s.t.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min
{
max

{
M
(
Raikj

)
, 0
}

, 1
} = μ

(
M
(
Raikj

))
MCI

(
A
)

=
∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
Raikj

))
n × (n − 1) × (n − 2)

≥ MCI0

0 ≤ μij, υ ij ≤ 1, μij + υ ij ≤ 1, μij = υ ji, υ ij = μji

(11)

where M
(
Raikj

)
are derived by Eq. (8). The first two constrains come from Definition 4.2, which ensure

that the obtained IFPR is acceptably consistent. The third constrain ensures that the obtained matrix
is an IFPR.

To solve Eq. (11) conveniently, let φ+
ij =

(∣∣μij − μij

∣∣+ (μij − μij

))
2

, φ−
ij =

(∣∣μij − μij

∣∣− (μij − μij

))
2

,

ϕ+
ij =

(∣∣υij − υ ij

∣∣+ (υij − υ ij

))
2

, ϕ−
ij =

(∣∣υij − υ ij

∣∣− (υij − υ ij

))
2

, then Eq. (11) can be converted into a

liner program model as:

∇∗ = min 1
n(n−1)

∑n−1

i=1

∑n

j=i+1

(
φ+

ij + φ−
ij + ϕ+

ij + ϕ−
ij

)

s.t.

⎧⎪⎨
⎪⎩

μij − μij = φ+
ij − φ−

ij , υij − υ ij = ϕ+
ij − ϕ−

ij

φ+
ij ≥ 0, φ−

ij ≥ 0, ϕ+
ij ≥ 0, ϕ−

ij ≥ 0i, j ∈ N; i < j

other constraints are the same as those of model (11)

(12)

By solving Eq. (12), we can obtain the optimal solutions μij and υ ij. Furthermore, according to
Definition 3.3, the modified acceptably multiplicative consistent IFPR A associated with A is obtained.

5.3 Algorithm Description for Obtaining the Acceptably Multiplicative Consistent IFPRs
Based on the above theory, a new method for obtaining the acceptably multiplicative consistent

IFPRs is brought forward as follows:

Algorithm 1

Input: An individual incomplete IFPR Ã = (ãij

)
n×n

on alternatives set X = {x1, x2, · · · , xn} provided by
the expert e, a consistency threshold MCI0.
Output: The acceptably consistent IFPR A = (aij

)
n×n

associated with Ã.

Step 1: When individual IFPR Ã = (ãij

)
n×n

is complete, go to Step 2. Otherwise, determine the complete

IFPR A associated with Ã by solving Eq. (10).
Step 2: Calculate the consistency index MCI (A) of the IFPR A via Eq. (9). Check the IFPR A is
acceptably consistent or no by Definition 4.3. If MCI (A) < MCI0, then using Eqs. (11)–(12) obtains
the acceptably consistent IFPRs A associated with A.
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6 GDM with Incomplete IFPRs

It is well known that in real life, when facing a complex DM problem, experts or scholars from
related fields are usually invited to make decisions collectively, namely, GDM. This section focuses
on introducing a new GDM method with incomplete IFPRs. To this end, two parts need to be
completed: derivation of experts’ weights and consensus improvement. Without loss of generality,
assume that X = {x1, x2, · · · , xn} is a set of alternatives that are required for comparison by q

experts E = {
e1, e2, · · · , eq

}
; Ã

h
corresponds to the incomplete individual IFPRs given by the expert

eh(h ∈ Q); Ah denotes the complete individual IFPRs associated with Ã
h

obtained by solving Eq. (10);
A

h
indicates the acceptably multiplicative consistent IFPR associated with Ah obtained by solving

Eqs. (11) and (12).

6.1 Derivation of Experts’ Weights

After obtaining the individual acceptably multiplicative consistent IFPR A
h = (

aij

)
n×n

=(〈
μij, υ ij

〉)
n×n

(h ∈ Q) via Algorithm 1, the next step involves generating the group acceptably multiplica-

tive consistent IFPR A
C

by fusing all individual acceptably multiplicative consistent ones. To achieve
this, we must determine the weights of the experts in advance. In the following section, three reliable
sources influencing the experts’ weights are identified, after which the experts’ weights are determined
by simultaneously considering the three reliable sources.

Generally, the degree of confidence reflects the degree of support from other experts. An expert
with a higher confidence degree should be given a larger weight, whereas an expert with a lower
confidence degree should be allocated less weight. Moreover, the confidence index CFh of expert eh

was calculated using Eq. (13):

CFh = 1
q − 1

q∑
l=1,l �=h

(
1 − D

(
A

h
, A

l
))

(h ∈ Q) (13)

The similarity between the original complete IFPR obtained by solving Eq. (10) (or given by
experts) and the acceptably multiplicative consistent IFPR obtained by solving Eq. (11) reflects the
degree to which the adjusted IFPR retains original information. More specifically, the larger the
deviation, the lesser weight given to the expert, whereas the smaller the deviation degree, the more
weight given to the expert. In general, the similarity index between A

h
and Ah was calculated using

Eq. (14):

SI h = 1 − D
(

A
h
, Ah
)

(h ∈ Q) (14)

Furthermore, the hesitancy degree of the IFPR provided by an expert was considered an expert
feature. The smaller the hesitancy of the IFPR, the more the weight given to the expert, whereas the
bigger the hesitancy of the IFPR, the lesser the weight given to the expert. In general, the hesitancy
index of IFPR A

h
is calculated using Eq. (15):

HI
(

A
h
)

=
∑n−1

j=i

∑n

j=i+1

(
1 − (μij + υ ij

))
n (n − 1)

(h ∈ Q) (15)
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Based on the above three reliable sources influencing experts’ weights, a comprehensive index of
expert eh is generated as Eq. (16):

CXh =
(

1 − HI
(

A
h
))

+ SI h + CFh

3
(h ∈ Q) (16)

Let λ = (
λ1, λ2, · · · , λq

)T
be the experts’ weight vector derived from the comprehensive index.

Then, λh(h ∈ Q) can be calculated as Eq. (17):

λh = CXh∑q

h=1 CXh

(h ∈ Q) (17)

Consensus measures applied to quantify the recognition degree of individual opinions among a
group of experts are divided into two types [41]: (1) based on the distance to the group PR [42] and (2)
based on the distance between experts’ PRs [43]. Without loss of generality, the first type is employed
in this study to measure the consensus level among individual IFPRs. Prior to presenting the consensus
measure concept, we first introduce the calculation of the group IFPRs.

Theorem 6.1. [44] Let Ah = (ah
ij

)
n×n

= (〈μh
ij, υ

h
ij

〉)
n×n

(h ∈ Q) be any q complete IFPRs given by experts
eh(h ∈ Q) or obtained by solving Eq. (10). The group IFPR AC = (

aC
ij

)
n×n

aggregated by Ah
(h ∈ Q) is

determined as Eq. (18):

aC
ij = 〈μC

ij , υ
C
ij

〉 =
〈 ∏q

h=1

(
μh

ij

)λh∏q

h=1

(
μh

ij

)λh +∏q

h=1

(
1 − μh

ij

)λh
,

∏q

h=1

(
υh

ij

)λh∏q

h=1

(
υh

ij

)λh +∏q

h=1

(
1 − υh

ij

)λh

〉
(i, j ∈ N) (18)

where λh ∈ [0, 1](h ∈ Q) is the weight of expert eh(h ∈ Q), obtained by Eqs. (13)–(17).

Theorem 6.2. Let Ah = (
ah

ij

)
n×n

= (〈
μh

ij, υ
h
ij

〉)
n×n

(h ∈ Q) be q complete IFPRs. If all q IFPRs are
acceptably multiplicative consistent, then the group IFPR RC = (rC

ij

)
n×n

aggregated by Eq. (18) is also
acceptably multiplicative consistent.

Proof: As per Eqs. (9) and (18), we have

RaC
ikj = log

(
1 − υC

ij

)− log υC
ij − (log

(
1 − υC

ik

)− log υC
ik + log

(
1 − υC

kj

)− log υC
kj

)
= log

(
q∏

h=1

(
1 − υh

ij

)λh

)
− log

(
q∏

h=1

(
υh

ij

)λh

)
−
(

log

(
q∏

h=1

(
1 − υh

ik

)λh

)
− log

(
q∏

h=1

(
υh

ik

)λh

)

+ log

(
q∏

h=1

(
1 − υh

kj

)λh

)
− log

(
q∏

h=1

(
υh

kj

)λh

))

=
q∑

h=1

(
λh

(
log
(
1 − υh

ij

)− log υh
ij − (log

(
1 − υh

ik

)− log υh
ik + log

(
1 − υh

kj

)− log υh
kj

))) =
q∑

h=1

λhRah
ikj

MCI
(
AC) =

∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
RaC

ikj

))
n × (n − 1) × (n − 2)

=
∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(∑q

h=1 λhRah
ikj

))
n × (n − 1) × (n − 2)

=
q∑

h=1

λh

∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
Rah

ikj

))
n × (n − 1) × (n − 2)

=
q∑

h=1

λhMCI
(
Ah)
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Since Ah
(h ∈ Q) are acceptably multiplicative consistent, one has

MCI
(
Ah) =

∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
Rah

ikj

))
n × (n − 1) × (n − 2)

≥ MCI0.

Therefore, MCI
(
AC) =∑q

h=1 λhMCI
(
Ah) ≥∑q

h=1 λhMCI0 = MCI0. According to Definition 4.3,
AC is acceptably multiplicative consistent.

Remark 6.1. Theorem 6.2 shows that the prerequisite for a group IFPR to be acceptably
multiplicative consistent is that all of individual IFPRs used to aggregate into it by Eq. (18) must be
acceptably multiplicative consistent. Furthermore, according to Theorem 6. 2, we can also obtain that
if all of individual IFPRs are completely multiplicative consistent, then the group IFPR aggregated by
these individual IFPRs is completely multiplicative consistent.

6.2 Consensus Improving Process for GDM with IFPRs
In what follows, based on the group IFPR, we first give the concept of consensus measure of the

individual IFPRs. Then, a mathematical programming model is constructed to improve the consensus
level of individual IFPRs which do not meet the requirement of consensus.

Definition 6.3. Let A
h = (

ah
ij

)
n×n

= (〈
μ

h
ij, υ

h
ij

〉)
n×n

(h ∈ Q) be q acceptably multiplicative consistent

IFPRs, and let A
C = (

aC
ij

)
n×n

= (〈
μ

C
ij , υ

C
ij

〉)
n×n

be the group IFPR aggregated by A
h

(h ∈ Q) using

Eq. (18). Then the consensus index GCM of A
h

is definition as Eq. (19):

GCM
(

A
h
)

= 1 − 1
n (n − 1)

n−1∑
i=1

n∑
j=i+1

(∣∣μh
ij − μ

C
ij

∣∣+ ∣∣υh
ij − υ

C
ij

∣∣) (h ∈ Q) (19)

Clearly, it is 0 ≤ GCM
(

A
h
)

≤ 1, the larger GCM
(

A
h
)

, the higher the consensus level of A
h
.

Let CM0 ∈ [0, 1] be the consensus threshold. If GCM
(

A
t
)

≤ CM0 for some t = 1, 2, · · · , s ∧ s ≤ q,

then the consensus level of A
t
(t = 1, 2, · · · , s ∧ s ≤ q) need to be adjusted. Without loss of generality,

the adjusted IFPR �At = ( �at

ij

)
n×n

= (〈 �μt
ij, �υ t

ij

〉)
n×n

corresponding to A
t
(t = 1, 2, · · · , s ∧ s ≤ q) is

determined as:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

�μt
ij =

(
μt

ij

)θij
(
μC

ij

)(1−θij)

(
μt

ij

)θij
(
μC

ij

)(1−θij)+
(

1−μt
ij

)θij
(

1−μC
ij

)(1−θij)

�υ t
ij =

(
υt

ij

)θij
(
υC

ij

)(1−θij)

(
υt

ij

)θij
(
υC

ij

)(1−θij)+
(

1−υt
ij

)θij
(

1−υC
ij

)(1−θij)

θij = θji, θij ∈ [0, 1]

(i, j ∈ N ∧ i < j) (20)

Property 6.1. Let �At = ( �at

ij

)
n×n

= (〈 �μt
ij, �υ t

ij

〉)
n×n

be a matrix obtained by Eq. (20). Then the IFPR
�At

is acceptably multiplicative consistent.

Proof: First, we proof �At
is an IFPR. Since μ

t
ji, υ

t
ij, μ

C
ij , υ

C
ij ∈ [0, 1] (i, j ∈ N; t = 1, 2, · · · , s ∧ s ≤ q),

one has
(
μ

t
ij

)θij
(
μ

C
ij

)(1−θij),
(
υ

t
ij

)θij
(
υ

C
ij

)(1−θij),
(
1 − μ

t
ij

)θij
(
1 − μ

C
ij

)(1−θij),
(
1 − υ

t
ij

)θij
(
1 − υ

C
ij

)(1−θij), and
(
μt

ij

)θij
(
μC

ij

)(1−θij)

(
μt

ij

)θij
(
μC

ij

)(1−θij)+
(

1−μt
ij

)θij
(

1−μC
ij

)(1−θij)
,

(
υt

ij

)θij
(
υC

ij

)(1−θij)

(
υt

ij

)θij
(
υC

ij

)(1−θij)+
(

1−υt
ij

)θij
(

1−υC
ij

)(1−θij)
∈ [0, 1].
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In addition, since μ
t
ij + υ

t
ij ≤ 1 and μ

C
ij + υ

C
ij ≤ 1(i, j ∈ N, t ∈ Q), one has

(
μt

ij

)θij
(
μC

ij

)(1−θij)

(
μt

ij

)θij
(
μC

ij

)(1−θij)+
(

1−μt
ij

)θij
(

1−μC
ij

)(1−θij)
≤

(
μt

ij

)θij
(
μC

ij

)(1−θij)

(
μt

ij

)θij
(
μC

ij

)(1−θij)+
(
υt

ij

)θij
(
υC

ij

)(1−θij)
and

(
υt

ij

)θij
(
υC

ij

)(1−θij)

(
υt

ij

)θij
(
υC

ij

)(1−θij)+
(

1−υt
ij

)θij
(

1−υC
ij

)(1−θij)
≤

(
υt

ij

)θij
(
υC

ij

)(1−θij)

(
υt

ij

)θij
(
υC

ij

)(1−θij)+
(
μt

ij

)θij
(
μC

ij

)(1−θij)
, i.e.,

(
μt

ij

)θij
(
μC

ij

)(1−θij)

(
μt

ij

)θij
(
μC

ij

)(1−θij)+
(

1−μt
ij

)θij
(

1−μC
ij

)(1−θij)
+

(
υt

ij

)θij
(
υC

ij

)(1−θij)

(
υt

ij

)θij
(
υC

ij

)(1−θij)+
(

1−υt
ij

)θij
(

1−υC
ij

)(1−θij)
≤ 1.

Furthermore, as per μ
t
ji = υ

t
ij, υ

t
ji = μ

t
ij, μ

C
ji = υ

C
ij and υ

C
ji = μ

C
ij (i, j ∈ N, t ∈ Q), one has

�μt
ij =

(
μ

t
ij

)θij
(
μ

C
ij

)(1−θij)

(
μ

t
ij

)θij
(
μ

C
ij

)(1−θij) + (1 − μ
t
ij

)θij
(
1 − μ

C
ij

)(1−θij)
=

(
υ

t
ji

)θji
(
υ

C
ji

)(1−θji)

(
υ

t
ji

)θji
(
υ

C
ji

)(1−θji) + (1 − υ
t
ji

)θji
(
1 − υ

C
ji

)(1−θji)
= �υ t

ji

�υ t
ij =

(
υ

t
ij

)θij
(
υ

C
ij

)(1−θij)

(
υ

t
ij

)θij
(
υ

C
ij

)(1−θij) + (1 − υ
t
ij

)θij
(
1 − υ

C
ij

)(1−θij)
=

(
μ

t
ji

)θji
(
μ

C
ji

)(1−θji)

(
μ

t
ji

)θji
(
μ

C
ji

)(1−θji) + (1 − μ
t
ji

)θji
(
1 − μ

C
ji

)(1−θji)
= �μt

ji

Therefore, according to Definition 3.3, �At
is an IFPR. Next, we proof IFPR �At

is acceptably
multiplicative consistent.

As per Eqs. (9) and (20), we have

R �at
ikj = log

(
1 − �υ t

ij

)− log �υ t
ij −
(
log
(
1 − �υ t

ik

)− log �υ t
ik + log

(
1 − �υ t

kj

)− log �υ t
kj

)
= log

((
1 − υ

t
ij

)θij
(
1 − υ

C
ij

)(1−θij)
)

− log
((

υ
t
ij

)θij
(
υ

C
ij

)(1−θij)
)

−
(

log
((

1 − υ
t
ik

)θij
(
1 − υ

C
ik

)(1−θij)
)

− log
((

υ
t
ik

)θij
(
υ

C
ik

)(1−θij)
)

+ log
((

1 − υ
t
kj

)θij
(
1 − υ

C
kj

)(1−θij)
)

− log
((

υ
t
kj

)θij
(
υ

C
kj

)(1−θij)
))

= θij

(
log
(
1 − υ

t
ij

)− log
(
υ

t
ij

)− (log
(
1 − υ

t
ik

)− log
(
υ

t
ik

)+ log
(
1 − υ

t
kj

)− log
(
υ

t
kj

)))
+ (1 − θij

) (
log
(
1 − υ

C
ij

)− log
(
υ

C
ij

)− (log
(
1 − υ

C
ik

)− log
(
υ

C
ik

)+ log
(
1 − υ

C
kj

)− log
(
υ

C
kj

)))
= θijRat

ikj +
(
1 − θij

)
RaC

ikj

MCI
( �At

)
=
∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
R �at

ikj

))
n × (n − 1) × (n − 2)

=
∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
θijRat

ikj +
(
1 − θij

)
RaC

ikj

))
n × (n − 1) × (n − 2)

= θij

∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
Rat

ikj

))
n × (n − 1) × (n − 2)

+ (1 − θij

) ∑n

i=1

∑n

j=1,j �=i

∑n

k=1,k �=i,j μ
(
M
(
RaC

ikj

))
n × (n − 1) × (n − 2)

= θijMCI
(

A
t
)

+ (1 − θij

)
MCI

(
A

C
)

Since A
t

and A
C

are acceptably multiplicative consistent, one has MCI
(

A
t
)

≥ MCI0 and

MCI
(

A
C
)

≥ MCI0. Therefore, MCI
( �At

)
= θijMCI

(
A

t
)

+ (
1 − θij

)
MCI

(
A

C
)

≥ θijMCI0 +(
1 − θij

)
MCI0 = MCI0. According to Definition 4.3, �At

is acceptably multiplicative consistent.
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Based on above analysis, to improve the consensus level of all acceptably multiplicative consistent
individual IFPRs, we construct the following mathematical programming model:

Θ∗ = min
∑

h∈T

∑n−1

i=1

∑n

j=i+1

(∣∣μh
ij − �μh

ij

∣∣+ ∣∣υh
ij − �υh

ij

∣∣)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 − 1
n(n−1)

∑n−1

i=1

∑n

j=i+1

(∣∣ �μh
ij − �μC

ij

∣∣+ ∣∣ �υh
ij − �υC

ij

∣∣) ≥ CM0, h ∈ Q

�μC
ij =

∏q
h=1

(�μ h
ij

)λh

∏q
h=1

(�μ h
ij

)λh
+∏q
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(
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ij

)λh
, �υC

ij =
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)λh
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(�υ h
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)λh
+∏q
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(
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)λh

�μh
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h
ij, �υh

ij = υ
h
ij, h ∈ Q − T

�μh
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(
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)θh
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(
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ij

)(1−θh
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)
(
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)θh
ij
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(
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)θh
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(
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ij

)(1−θh
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) , h ∈ T

�υh
ij =

(
υh

ij

)θh
ij
(
υC

ij

)(1−θh
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)
(
υh
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(
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)θh
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(
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) , h ∈ T

θij ∈ [0, 1] , ∀i, j ∈ N, i < j

(21)

where T =
{

h ∈ Q| GCM
(

A
h
)

< CM0

}
and Q − T =

{
h ∈ Q| GCM

(
A

h
)

≥ CM0

}
denote the

experts sets who are satisfied with the consensus and dissatisfied with the consensus requirements,
respectively. The first constrain ensures that the consensus level of the modified individual IFPRs are
equal to or greater than the consensus threshold CM0; the second constrain stands for the modified
group IFPR aggregated by modified individual IFPRs using Eq. (18); the rest constraints are derived
from Eq. (20), denoting the modified individual IFPRs.

To solve Eq. (21) conveniently, let φh+
ij =

(∣∣∣∣∣μh
ij−�μ h

ij
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2
,

εh+
ij =
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(�υ h

ij−�υ C
ij

))

2
, εh−

ij =
(∣∣∣∣∣�υ h

ij−�υ C
ij

∣∣∣∣∣−
(�υ h

ij−�υ C
ij

))

2
. Then Eq. (21) can be converted into a goal

program as:

Θ∗ = min
∑
h∈T

n−1∑
i=1

n∑
j=i+1

(
φh+

ij + φh−
ij + ϕh+

ij + ϕh−
ij

)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1 − 1
n (n − 1)

n−1∑
i=1

n∑
j=i+1

(
δh+

ij + δh−
ij + εh+

ij + εh−
ij

) ≥ CM0, h ∈ Q

The second to sixth constraints are the same as those of model (21)

μ
h
ij − �μh

ij = φh+
ij − φh−

ij , υh
ij − �υh

ij = ϕh+
ij − ϕh−

ij , φh+
ij , φh−

ij , ϕh+
ij , ϕh−

ij ≥ 0, h ∈ T

�μh
ij − �μC

ij = δh+
ij − δh−

ij , �υh
ij − �υC

ij = εh+
ij − εh−

ij , δh+
ij , δh−

ij , εh+
ij , εh−

ij ≥ 0, h ∈ Q

(22)

By solving model (22), the optimal solutions φh+
ij , φh−

ij , ϕh+
ij , and ϕh−

ij are obtained. Furthermore,

according to Definition 3.3, the modified individual IFPRs �Ah
associated with A

h
(h ∈ Q) and the

corresponding group IFPR �AC
are obtained.
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6.3 Deriving the Priority Weights of Alternatives from an IFPR
The determination of the weight vector of alternatives from an IFPR is a necessary step in GDM

with IFPRs. In what follows, a new way for obtaining IFPWV of IFPR based on Definition 4.2 is
developed.

Definition 6.4. [45] Let w = (w1, w2, · · · , wn)
T be an IFPWV with wi = (

wiμ, wiυ

)
, wiμ, wiυ ∈ [0, 1],

and wiμ + wiυ ≤ 1 for all i ∈ N. If w satisfies:
n∑

j �=i

wjμ ≤ wiυ ,
n∑

j �=i

wjυ ≤ wiμ + n − 2 for all i ∈ N (23)

Then w is called a normalized IFPWV.

Based on the normalized IFPWV, a new matrix T = (tij

)
n×n

= (〈tμ

ij , tυ

ij

〉)
n×n

can be constructed as

tij = 〈tμ

ij , tυ

ij

〉 =
{〈0.5, 0.5〉 i = j〈

wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
,

wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)

〉
i �= j (24)

Theorem 6.3. Let T = (
tij

)
n×n

be a matrix. If tij is constructed by Eq. (24), then T is called a
multiplicative consistent IFPR.

Proof: First, we prove the matrix T is an IFPR. Obviously, we have tμ

ij = wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
=

wjυ wiμ

wjυ wiμ+(1−wjυ)(1−wiμ)
= tυ

ji and tυ

ij = wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)
= wjμwiυ

wjμwiυ+(1−wjμ)(1−wiυ)
= tμ

ji for all i, j ∈ N.

As wiμ, wiυ ∈ [0, 1] and wiμ + wiυ ≤ 1, it follows
wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
,

wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)
∈ [0, 1].

In addition, since
wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
≤ wiμwjυ

wiμwjυ+wiυ wjμ
and

wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)
≤ wiυ wjμ

wiυ wjμ+wiμwjυ
, we have

wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
+ wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)
≤ wiμwjυ

wiμwjυ+wiυ wjμ
+ wiυ wjμ

wiυ wjμ+wiμwjυ
= 1. According to Definition 3.3,

T is an IFPR. Furthermore, we continue to prove that T is multiplicative consistent. According to

Eq. (24), one has
tμij

1−tυji
= wiμwjυ

(1−wiμ)(1−wjυ)
,

1−tυij

tμji
= (1−wiυ)(1−wjμ)

wiυ wjμ
for all i, j ∈ N,

tμ

ik

1 − tυ
ki

× tμ

kj

1 − tυ
jk

= wiμwkυ(
1 − wiμ

)
(1 − wkυ)

× wkμwjυ(
1 − wkμ

) (
1 − wjυ

)
= wiμwjυ(

1 − wiμ

) (
1 − wjυ

) × wkμ(
1 − wkμ

) × wkυ

(1 − wkυ)
≤ wiμwjυ(

1 − wiμ

) (
1 − wjυ

) = tμ

ij

1 − tυ
ji

1 − tυ

ik

tμ

ki

× 1 − tυ

kj

tμ

jk

= (1 − wiυ)
(
1 − wkμ

)
wiυwkμ

× (1 − wkυ)
(
1 − wjμ

)
wkυwjμ

= (1 − wiυ)
(
1 − wjμ

)
wiυwjμ

×
(
1 − wkμ

)
wkμ

× (1 − wkυ)

wkυ

≥ (1 − wiυ)
(
1 − wjμ

)
wiυwjμ

= 1 − tυ

ij

tμ

ji

According to Property 4.1, T is multiplicatively consistent.

Corollary 6.1. Let A = (
aij

)
n×n

= (〈
μij, υij

〉)
n×n

be an IFPR. If three exists a normalized IFPWV
w = (w1, w2, · · · , wn)

T with wi = (wiμ, wiυ

)
for all i ∈ N, such that

aij = 〈μij, υij

〉 =
{〈0.5, 0.5〉 i = j〈

wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
,

wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)

〉
i �= j (25)

then A is called a multiplicative consistent IFPR.
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Furthermore, since μij = υji and μji = υij, Eq. (25) can be simplified as

aij = 〈μij, υij

〉 =
{〈0.5, 0.5〉 i = j〈

wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
,

wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)

〉
i < j (26)

Obviously, as per Corollary 6.1, an IFPR A = (
aij

)
n×n

= (〈
μij, υij

〉)
n×n

is multiplicative consistent,
if there exist a normalized IFPWV w = (w1, w2, · · · , wn)

T , such that aij = 〈
μij, υij

〉
is expressed by

Eq. (26). However, owing to the uncertainty and complexity encountered in most DM problems, it is
not an easy thing for experts to offer the completely consistent IFPR. In that case, it is expected to
seek a normalized IFPWV w that satisfies Eq. (26) as much as possible. That is to say, the IFPWV w
should minimize the deviations between the left and right sides of Eq. (26). To this end, we introduce
some deviation variables as follows:

φ+
ij =

(
μij − wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)

)
∨ 0, φ−

ij =
(

wiμwjυ

wiμwjυ+(1−wiμ)(1−wjυ)
− μij

)
∨ 0

ϕ+
ij =

(
υij − wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)

)
∨ 0, ϕ−

ij =
(

wiυ wjμ

wiυ wjμ+(1−wiυ)(1−wjμ)
− υij

)
∨ 0

The smaller the deviations, the better the multiplicative consistent level of judgement. Therefore,
we construct the following linear program model to derive an IFPWV from an acceptably multiplica-
tive consistent IFPR A = (aij

)
n×n

= (〈μij, υ ij

〉)
n×n

:

� = min
∑n−1

i=1

∑n

j=1

(
φ+

ij + φ−
ij + ϕ+

ij + ϕ−
ij

)⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

μij − wiμwjυ

wiμwjυ + (1 − wiμ

) (
1 − wjυ

) − φ+
ij + φ−

ij = 0

υ ij − wiυwjμ

wiυwjμ + (1 − wiυ)
(
1 − wjμ

) − ϕ+
ij + ϕ−

ij = 0∑n

j �=i wjμ ≤ wiυ ,
∑n

j �=i wjυ ≤ wiμ + n − 2, wiμ + wiυ ≤ 1, 0 ≤ wiμ ≤ 1, 0 ≤ wiυ ≤ 1,
φ+

ij , φ−
ij , ϕ+

ij , ϕ−
ij ≥ 0, i, j ∈ N; i < j

(27)

solving Eq. (27), the IFPWs wi = (wiμ, wiυ

)
for all i ∈ N can be derived from IFPR A.

6.4 Algorithm Description for GDM with Incomplete IFPRs
Based on the above theoretical basis, in what follows, a new GDM method with incomplete IFPRs

is brought forward to derive ranking order of alternatives.

Remark 6.2. If Steps 5 to 6 in Algorithm 2 are omitted, then Algorithm 2 become an algorithm for
individual DM method with incomplete IFPR. In addition, we find the individual IFPRs obtained by
Algorithm 2 satisfy the requirements of acceptable consensus and consistency, and the group IFPR
obtained by Algorithm 2 is acceptably consistent. Therefore, the DM result obtained by Algorithm 2
is reasonable and persuasive.
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Algorithm 2:

Input: The original incomplete individual IFPRs Ã
h
(h ∈ Q), the specified acceptable consensus

threshold CM0, the specified acceptable consistency threshold MCI0.
Output: The final ranking order of alternatives in {x1, x2, · · · , xn}.
Step 1: Apply Algorithm 1 to obtain the acceptably multiplicative consistent IFPRs A

h
(h ∈ Q).

Step 2: Use Eqs. (13)–(17) to determine the experts’ weights λh(h ∈ Q) and Eq. (18) to generate the
group IFPR A

C
.

Step 3: Use Eq. (19) to calculate the consensus level of A
h
(h ∈ Q). If GCM

(
A

h
)

≥ CM0(h ∈ Q), go to

Step 5, Otherwise, go to next step.
Step 4: Use Eqs. (21) and (22) to improve the consensus level and obtain the adjusted individual IFPRs
�Ah

(h ∈ Q) and the group IFPR �AC
.

Step 5: Use Eq. (27) to derive the IFPWVs wC = (
wC

1 , wC
2 , · · · , wC

n

)T
with wC

i = (
wC

iμ, wC
iυ

)
for all i ∈ N

form the adjusted group IFPR �AC
.

Step 6: According to method [46], calculate the similarity measures L
(
wC

i

)
and accuracy degrees

H
(
wC

i

)
of wC

i , and get the corresponding ranking orders of {x1, x2, · · · , xn}.

7 Numerical Examples and Comparison Analyses

In this section, several numerical examples are given to illustrate the effectiveness of this method
in solving practical GDM problems, after which the advantages of this method are illustrated by
comparative and sensitivity analysis results.

7.1 Example and Comparison Analyses for GDM with IFPR
Example 7.1. With the progress and development of the society, great changes have taken place

in our lives. Urban traffic congestion is one of the phenomena caused by this change. The traffic
congestion and even chaos caused by the increase of traffic facilities in cities have brought great
inconvenience to people’ s life, this inconvenience forces people to find high-tech and effective means
to solve this inconvenience. The intelligent parking lot is a high-tech product that meets the needs
of this era. To effectively solve the traffic chaos caused by random parking, The head of Guanghua
Community plans to install a parking lot computer charging management system in the near future.
After earlier period inspection and analysis, four alternative systems are preliminarily determined,
namely, {x1, x2, x3, x4}. Meanwhile, four experts {e1, e2, e3, e4} are invited to provide the following
incomplete IFPRs for the four systems as:
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Ã
1 =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.2, 0.3〉 〈0.8, ∗〉 〈0.4, 0.3〉 〈0.6, 0.25〉
〈0.3, 0.2〉 〈0.5, 0.5〉 〈0.2, 0.4〉 〈∗, ∗〉 〈0.5, 0.2〉
〈∗, 0.8〉 〈0.4, 0.2〉 〈0.5, 0.5〉 〈0.3, 0.5〉 〈∗, 0.6〉
〈0.3, 0.4〉 〈∗, ∗〉 〈0.5, 0.3〉 〈0.5, 0.5〉 〈0.5, 0.3〉
〈0.25, 0.6〉 〈0.2, 0.5〉 〈0.6, ∗〉 〈0.3, 0.5〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

Ã
2 =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.4, 0.5〉 〈0.3, 0.4〉 〈0.2, 0.6〉 〈∗, 0.45〉
〈0.5, 0.4〉 〈0.5, 0.5〉 〈0.4, 0.2〉 〈∗, 0.6〉 〈0.5, 0.2〉
〈0.4, 0.3〉 〈0.2, 0.4〉 〈0.5, 0.5〉 〈0.2, 0.7〉 〈0.3, 0.55〉
〈0.6, 0.2〉 〈0.6, ∗〉 〈0.7, 0.2〉 〈0.5, 0.5〉 〈0.6, ∗〉
〈0.45, ∗〉 〈0.2, 0.5〉 〈0.55, 0.3〉 〈∗, 0.6〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

Ã
3 =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈∗, 0.4〉 〈0.2, 0.6〉 〈0.1, 0.4〉 〈0.5, 0.35〉
〈∗, 0.4〉 〈0.5, 0.5〉 〈0.3, 0.5〉 〈0.2, 0.6〉 〈0.4, 0.6〉
〈0.6, 0.2〉 〈0.5, 0.3〉 〈0.5, 0.5〉 〈0.7, 0.2〉 〈∗, ∗〉
〈0.4, 0.1〉 〈0.6, 0.2〉 〈0.2, 0.7〉 〈0.5, 0.5〉 〈0.2, 0.5〉
〈0.35, 0.5〉 〈0.6, 0.4〉 〈∗, ∗〉 〈0.5, 0.2〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

Ã
4 =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.4, 0.45〉 〈∗, ∗〉 〈0.3, 0.5〉 〈0.2, 0.6〉
〈0.45, 0.4〉 〈0.5, 0.5〉 〈0.6, 0.2〉 〈0.2, ∗〉 〈0.4, 0.5〉
〈∗, ∗〉 〈0.2, 0.6〉 〈0.5, 0.5〉 〈∗, ∗〉 〈0.3, 0.3〉
〈0.5, 0.3〉 〈∗, 0.2〉 〈∗, ∗〉 〈0.5, 0.5〉 〈0.5, 0.4〉
〈0.6, 0.2〉 〈0.5, 0.4〉 〈0.3, 0.3〉 〈0.4, 0.5〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

Step 1: Let MCI0 = 0.85 and th
ikj = 1.8(i, j = 1, 2, 3, 4; i < j ∧ k �= i, j; h ∈ M). Apply Eq. (10) to

obtain the missing values of Ã
h
(h = 1, 2, 3, 4) and the consistency level of the corresponding complete

IFPRs Ah
(h = 1, 2, 3, 4), shown in Table 1. From Table 1, we can obtain that the obtained complete

IFPR A1 associated with Ã
1

is unacceptably multiplicative consistent, and the others complete IFPR
Ah

(h = 2, 3, 4) are acceptably multiplicative consistent. Use Eqs. (11) and (12) to derive the acceptably
multiplicative consistent complete IFPRs A

1
associated with Ã

1
as:

A
1 =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.2, 0.3〉 〈0.764, 0.2〉 〈0.4, 0.3〉 〈0.6, 0.25〉
〈0.3, 0.2〉 〈0.5, 0.5〉 〈0.2, 0.4〉 〈0.1002, 0.6569〉 〈0.5, 0.2〉
〈0.2, 0.764〉 〈0.4, 0.2〉 〈0.5, 0.5〉 〈0.3, 0.5〉 〈0.3975, 0.6〉
〈0.3, 0.4〉 〈0.6569, 0.1002〉 〈0.5, 0.3〉 〈0.5, 0.5〉 〈0.5, 0.3〉
〈0.25, 0.6〉 〈0.2, 0.5〉 〈0.6, 0.3975〉 〈0.3, 0.5〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠.

Table 1: Determined missing values and consistency degrees of each obtained complete individual
IFPR

Missing values Consistency degrees

Ã
1

υ̃1
13 = 0.2, μ̃1

24 = 0.0025, υ̃1
24 = 0.995, μ̃1

35 = 0.3975 0.7546

Ã
2

μ̃2
15 = 0.3168, μ̃2

24 = 0.2179, υ̃2
45 = 0.2137 0.9611

Ã
3

μ̃3
12 = 0.35, μ̃3

35 = 0.4557, υ̃3
35 = 0.2087 0.8645

Ã
4

μ̃4
13 = 0.3602, υ̃4

13 = 0.2839, υ̃4
24 = 0.4579, μ̃4

34 = 0.1535, υ̃4
34 = 0.4697 0.9296
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Step 2: Use Eqs. (13)–(17) to determine the experts’ weights as: λ1 = 0.2468, λ2 = 0.2537, λ3 =
0.2488, λ4 = 0.2507, and use Eq. (18) to generate the group IFPR A

C
as

A
C =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.3317, 0.4109〉 〈0.398, 0.3598〉 〈0.2296, 0.4484〉 〈0.3912, 0.4075〉
〈0.4109, 0.3317〉 〈0.5, 0.5〉 〈0.3649, 0.3102〉 〈0.1739, 0.5797〉 〈0.4495, 0.356〉
〈0.3598, 0.398〉 〈0.3102, 0.3649〉 〈0.5, 0.5〉 〈0.3147, 0.46〉 〈0.3603, 0.403〉
〈0.4484, 0.2296〉 〈0.5797, 0.1739〉 〈0.46, 0.3147〉 〈0.5, 0.5〉 〈0.4398, 0.345〉
〈0.4075, 0.3912〉 〈0.356, 0.4495〉 〈0.403, 0.3603〉 〈0.345, 0.4398〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

Step 3: Let CM0 = 0.888. Use Eq. (19) to calculate the consensus level of A
h
(h = 1, 2, 3, 4) as:

GCM
(

A
1
)

= 0.877, GCM
(

A
2
)

= 0.9068, GCM
(

A
3
)

= 0.8632, and GCM
(

A
4
)

= 0.8823, which

indicate that A
2

achieves acceptable consensus, A
h
(h = 1, 3, 4) are unacceptable consensus.

Step 4: Use Eqs. (21) and (22) to obtain the adjusted individual IFPRs �Ah
(h = 1, 2, 3, 4) and the

group IFPR �AC
as: �A2 = A

2
, �A4 = A

4
,

�A1 =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.2, 0.3〉 〈0.764, 0.2〉 〈0.4, 0.3〉 〈0.6, 0.25〉
〈0.3, 0.2〉 〈0.5, 0.5〉 〈0.2, 0.4〉 〈0.1002, 0.6569〉 〈0.5, 0.2〉
〈0.2, 0.764〉 〈0.4, 0.2〉 〈0.5, 0.5〉 〈0.3, 0.5〉 〈0.3975, 0.6〉
〈0.3, 0.4〉 〈0.6569, 0.1002〉 〈0.5, 0.3〉 〈0.5, 0.5〉 〈0.451, 0.3363〉
〈0.25, 0.6〉 〈0.2, 0.5〉 〈0.6, 0.3975〉 〈0.3363, 0.451〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

�A3 =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.35, 0.4〉 〈0.348, 0.411〉 〈0.1, 0.4〉 〈0.5, 0.35〉
〈0.4, 0.35〉 〈0.5, 0.5〉 〈0.3, 0.5〉 〈0.2, 0.6〉 〈0.4495, 0.356〉
〈0.411, 0.348〉 〈0.5, 0.3〉 〈0.5, 0.5〉 〈0.7, 0.2〉 〈0.456, 0.2087〉
〈0.4, 0.1〉 〈0.6, 0.2〉 〈0.2, 0.7〉 〈0.5, 0.5〉 〈0.2, 0.5〉
〈0.35, 0.5〉 〈0.356, 0.4495〉 〈0.2087, 0.456〉 〈0.5, 0.2〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

�AC =

⎛
⎜⎜⎜⎜⎝

〈0.5, 0.5〉 〈0.3317, 0.4109〉 〈0.4439, 0.3172〉 〈0.2296, 0.4484〉 〈0.3912, 0.4075〉
〈0.4109, 0.3317〉 〈0.5, 0.5〉 〈0.3649, 0.3102〉 〈0.1739, 0.5797〉 〈0.4621, 0.3013〉
〈0.3172, 0.4439〉 〈0.3102, 0.3649〉 〈0.5, 0.5〉 〈0.3147, 0.46〉 〈0.3603, 0.403〉
〈0.4484, 0.2296〉 〈0.5797, 0.1739〉 〈0.46, 0.3147〉 〈0.5, 0.5〉 〈0.4279, 0.3544〉
〈0.4075, 0.3912〉 〈0.3013, 0.4621〉 〈0.403, 0.3603〉 〈0.3544, 0.4279〉 〈0.5, 0.5〉

⎞
⎟⎟⎟⎟⎠

Step 5: Use Eq. (27) to derive the group IFPWVs from �AC
as: wC

1 = 〈0.1596, 0.7862〉, wC
2 =

〈0.1594, 0.7298〉, wC
3 = 〈0.1427, 0.794〉, wC

4 = 〈0.181, 0.6107〉, wC
5 = 〈0.149, 0.7719〉.

Step 6: Calculate the similarity measures L
(
wC

i

)
of wC

i (i = 1, 2, 3, 4, 5) by method [46] as L
(
wC

1

) =
0.2028, L

(
wC

2

) = 0.2432, L
(
wC

3

) = 0.1938, L
(
wC

4

) = 0.3222, L
(
wC

5

) = 0.2114. Thus, the ranking order
of alternatives is x4 > x2 > x5 > x1 > x3, and the best alternative is x4.

7.2 Sensitivity Analysis (SA)
Different values of tolerance parameters may bring diverse DM results. Therefore, it is necessary to

conduct sensitivity analyses. Tables 2 and 3 represent the obtained missing values and the consistency
degrees of the corresponding complete IFPRs under different values of tolerance parameters th

ikj. From

Tables 2 and 3, we find that all of missing values in Ã
1

obtained by Eq. (10) are basically identical
under different values of tolerance parameters th

ikj, and the missing values in Ã
i
(i = 2, 3, 4) obtained

by Eq. (10) are significantly changed under different values of tolerance parameters th
ikj. In addition,
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we also find that the consistency of the obtained corresponding complete IFPRs increases with the
increase of the values of tolerance parameters th

ikj.

Table 2: Missing values and consistency degrees of A1 and A2 corresponding to different parameters th
ikj

th
ikj Missing values (Ã

1
) Consistency

degrees (A1)
Missing values (Ã

2
) Consistency

degrees (A2)

υ̃1
13 μ̃1

24 υ̃1
24 μ̃1

35 μ̃2
15 μ̃2

24 υ̃2
45

0.5 0.2 0.0025 0.995 0.4 0.6844 0.3372 0.3975 0.3228 0.8457
1 0.2 0.0025 0.995 0.3975 0.7246 0.3688 0.2046 0.1949 0.930
1.5 0.2 0.0025 0.995 0.3975 0.7454 0.3802 0.2145 0.1747 0.9534
2 0.2 0.0025 0.995 0.3975 0.7614 0.3841 0.2138 0.1739 0.965
2.5 0.2 0.0025 0.995 0.3975 0.7767 0.3814 0.2112 0.1906 0.972
3 0.2 0.0025 0.995 0.3975 0.789 0.3221 0.211 0.173 0.9767
4 0.1984 0.2368 0.3379 0.3975 0.9495 0.3667 0.217 0.2105 0.9825

Table 3: Missing values and consistency degrees of A3 and A4 corresponding to different parameters th
ikj

th
ikj Missing values (Ã

3
) Consistency

degrees (A3)
Missing values (Ã

4
) Consistency

degrees (A4)

μ̃3
12 μ̃3

35 υ̃3
35 μ̃4

13 υ̃4
13 υ̃4

24 μ̃4
34 υ̃4

34

0.5 0.2813 0.25 0.375 0.7146 0.2156 0.3224 0.5133 0.1845 0.3232 0.8159
1 0.2584 0.4029 0.2363 0.8011 0.3177 0.2809 0.4076 0.1797 0.406 0.8775
1.5 0.35 0.4808 0.2568 0.8425 0.3575 0.3212 0.4204 0.1765 0.396 0.9155
2 0.35 0.47773 0.2132 0.8764 0.3636 0.2904 0.4949 0.159 0.5146 0.9366
2.5 0.35 0.4422 0.2057 0.8998 0.3455 0.2856 0.465 0.164 0.5406 0.9493
3 0.35 0.4425 0.236 0.9165 0.3675 0.2764 0.4973 0.1516 0.4464 0.9578
4 0.35 0.4032 0.232 0.9374 0.3347 0.3146 0.4005 0.2035 0.4565 0.9683

Table 4 shows the related ranking values and orders of the alternatives respectively under different
values of tolerance parameters th

ikj (to ensure that Eq. (21)) has a feasible solution, assume that th
ikj = 2.5

in Eq. (21). In Table 4, we vary the values of tolerance parameters th
ikj and again we observe that the

best alternative is always x4. However, the ranking of alternatives changes with the change of tolerance
parameters th

ikj.

From Tables 2 and 3, we can conclude that experts can set different values of tolerance parameters
th

ikj according to their own preferences. If experts are conservative, they can set a smaller value th
ikj. If

experts are radical, they can set a larger a value th
ikj. Thus, the GDM method proposed in this paper

provides a more flexible and free DM space for experts to solve such GDM problems with incomplete
intuitionistic fuzzy information.
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Table 4: Ranking values and orders corresponding to different parameters th
ikj

th
ikj Ranking values Ranking orders

L
(
wC

1

)
L
(
wC

2

)
L
(
wC

3

)
L
(
wC

4

)
L
(
wC

5

)
0.5 0.1960 0.2302 0.2166 0.3291 0.2058 x4 > x2 > x3 > x5 > x1

1 0.2126 0.2511 0.2095 0.3114 0.2218 x4 > x2 > x5 > x1 > x3

1.5 0.2145 0.2437 0.2123 0.3187 0.1995 x4 > x2 > x1 > x3 > x5

2 0.2053 0.2384 01892 0.3246 0.2032 x4 > x2 > x1 > x5 > x3

2.5 0.2079 0.2496 0.1955 0.324 0.2033 x4 > x2 > x1 > x5 > x3

3 0.2011 0.247 0.1944 0.3209 0.2112 x4 > x2 > x5 > x1 > x3

4 0.2046 0.2440 0.1993 0.3194 0.203 x4 > x2 > x1 > x5 > x3

7.3 Comparison Analyses with Existing GDM Methods with IFPRs
As for the existing GDM methods with IFPRs [24,28–32,34], because Meng et al. conducted

theoretical and numerical analyses in [34], we primarily compared the GDM method proposed in
this study with the two methods mentioned in [29,34].

7.3.1 Comparative Analyses for GDM Methods with Complete IFPRs [29,34]

The GDM with a complete IFPR problem (Example 3) proposed in [34] aims to choose PhD
students to study in overseas universities. Algorithm 2 is applied to handle the GDM problem
presented in [34] (let th

ikj = 1.8(i, j = 1, 2, 3, 4; i < j ∧ k �= i, j; h ∈ M), MCI0 = 0.9, and CM0 = 0.9).
The ranking results of methods [29,34] and Algorithm 2 are listed in Table 5. From Table 5, we can
see that the ranking orders of the alternatives obtained by Algorithm 2 and the methods [29,34] are
identical, illustrating that Algorithm 2 is reasonable. Moreover, the information deviation between
the original individual IFPRs and the adjusted individual IFPRs obtained by the method [29,34] and
Algorithm 2 are calculated as shown in Table 6. From Table 6, it can be seen that the information
deviation between the original individual IFPRs and the adjusted individual IFPRs obtained by
Algorithm 2 is significantly lower than those obtained by method [29,34], indicating that Algorithm 2
has more advantages in preserving the original information than the method in [29,34].

Table 5: Ranking orders with respect to different methods based on Example 3 [34]

Ranking values Ranking orders

Method [29] w1 = 0.3036, w2 = 0.2365, w3 = 0.204,
w4 = 0.2559

x1 > x4 > x2 > x3

Method [34] L (w1) = 0.6784, L (w2) = 0.4527,
L (w3) = 0.3217, L (w4) = 0.5314

x1 > x4 > x2 > x3

The proposed method L (w1) = 0.4058, L (w2) = 0.2272,
L (w3) = 0.1524, L (w4) = 0.2804

x1 > x4 > x2 > x3
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Table 6: The ability of preserving original information related to different methods based on
Example 3 [34]

Methods Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Average
values

D
(

A1, �A1
)

D
(

A2, �A2
)

D
(

A3, �A3
)

D
(

A4, �A4
)

D
(

A5, �A5
)

D
(

A, �A
)

Method [29] 0.0485 0.0075 0.0068 0.0058 0.0889 0.0315
Method [34] 0.0384 0.0142 0.0233 0.0148 0.0852 0.0352
The
proposed
method

0 0 0 0 0.0157 0.0039

7.3.2 Comparative Analyses for GDM Method with Incomplete IFPRs [34]

Algorithm 2 is used to handle the GDM problem (Example 4) with incomplete IFPRs, to illustrate
the rationality and superiority of Algorithm 2 in solving the GDM problem with incomplete IFPRs,
as shown in [34] (let th

ikj = 1.8, (i, j = 1, 2, 3, 4; i < j ∧ k �= i, j; h ∈ M), MCI0 = 0.9, and CM0 =
0.9). Table 7 lists the missing values of each incomplete IFPR and the consistency degrees of the
corresponding complete IFPRs obtained when Algorithm 2 is employed to solve Example 4 in [34].
Tables 8 and 9 present the ranking orders and the ability to preserve the original information with
respect to method [34] and Algorithm 2. From Table 8, it is evident that the ranking orders obtained
by the method in [34] and Algorithm 2 are identical, which illustrates the rationality of Algorithm 2.
However, Table 9 shows that Algorithm 2 has more advantages than method in [34] with regards to
the ability to maintain the original information.

Table 7: Missing values and consistency degrees of each obtained complete individual IFPR based on
Example 4 [34]

Missing values Consistency degrees

Ã
1

μ̃1
13 = 0.3, υ̃1

13 = 0.4788, μ̃1
14 = 0.4164, υ̃1

14 = 0.3057,
μ̃1

24 = 0.3653, υ̃1
24 = 0.3

1

Ã
2

μ̃2
13 = 0.3754, υ̃2

13 = 0.3529, μ̃2
24 = 0.3744, υ̃2

24 = 0.449 1

Ã
3

μ̃3
13 = 0.5982, υ̃3

13 = 0.297, 0.9759

Ã
4

μ̃4
14 = 0.4752, υ̃4

14 = 0.3532 0.9992

Table 8: Ranking orders with respect to different methods based on Example 4 [34]

Ranking values Ranking orders

Method [34] L (w1) = 0.4932, L (w2) = 0.5382, L (w3) = 0.4818,
L (w4) = 0.4900

x2 > x1 > x4 > x3

The proposed
method

L (w1) = 0.2867, L (w2) = 0.2879, L (w3) = 0.2591,
L (w4) = 0.2703

x2 > x1 > x4 > x3
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Table 9: The ability of preserving original information related to different methods based on
Example 4 [34]

Methods Expert 1 Expert 2 Expert 3 Expert 4 Average values

D
(

A1, �A1
)

D
(

A2, �A2
)

D
(

A3, �A3
)

D
(

A4, �A4
)

D
(

A, �A
)

Method [34] 0.0413 0.0254 0.0404 0.0174 0.0311
The proposed
GDM method

0 0 0 0 0

From the above comparative analysis, the proposed method has the following advantages over the
method in [29,34]:

(1) Compared with the consistency improvement framework proposed in [29,34], the framework
proposed in this study is more reasonable. Considering the consistency improvement framework
proposed in [29], as described in Section 4, since the multiplicative consistent definition for IFPRs
presented in [29] is not a natural extension of Tanino’s multiplicative consistency definition of PRs, the
obtained DM result based on the definition lacks a certain degree of persuasiveness. The consistency
improvement framework introduced in [34] is based on the definition of complete consistency.
However, owing to the difference in professional knowledge, it takes considerable time and energy
to achieve the complete consistency of all experts. Meanwhile, the accomplishment of complete
consistency is often at the cost of a considerable information loss, which can be found in the above
examples.

(2) The CRP proposed in [29] adopts an optimization-based consensus to reach consensus among
experts, because its adjustment is not targeted; that is, all individual IFPRs have been adjusted
in this process, the final adjusted individual IFPRs may not be optimal in preserving the original
information. For the CRP proposed in [34], although the individual IFPRs with the lowest level of
consensus were selected and adjusted, its adjustment was targeted. However, the degree of retention
of the original information is not considered in the adjustment process. In this study, we first select
all individual IFPRs whose consensus is lower than the prescribed value and then adjust them
through the optimization model to generate corresponding individual IFPRs satisfying the consensus
requirements. Indeed, the method in this study combines the merits of the two methods, so it has more
advantages in terms of consensus improvement over the method in [29,34].

(3) Compared with the method for determining the priority weights of alternatives proposed in
[29,34], the method proposed in this study uses an optimization model to determine the priority weights
of alternatives, whereas the methods in [29,34] used an aggregation operator to obtain the priority
weights of alternatives. However, in certain situations, the use of these aggregation operators may lead
to missing information. Thus, the method of determining the priority weights of alternatives proposed
in this study is more convincing.

8 Conclusions

Therefore, considering the defects of existing GDM methods with incomplete IFPRs based on
multiplicative consistency, this study develops a new method.



904 CMES, 2022, vol.132, no.3

The contributions of this study are as follows: First, a new generalized multiplicative consistency
for IFPRs is introduced, based on which two mathematical programming models are constructed to
supplement the default values in incomplete IFPRs and improve the consistency level of unacceptably
consistent IFPRs. Then, for GDM with incomplete IFPRs, a novel method for determining the weights
of experts is introduced, and a targeted CRP to improve the consensus level of individual IFPRs is
developed. Lastly, a new GDM with incomplete IFPRs is presented, the practicability of which is
confirmed through an application example, and its superiority and rationality are explained through
comparative and sensitivity analyses.

The benefits of this study are as follows. (1) The multiplicative consistency definition for IFPRs
presented in this study, which compensates for the defects of the existing multiplicative consistency
definitions for IFPRs, provides a somewhat theoretical guarantee for obtaining reasonable DM results.
(2) The CRP presented in this study combines the merits of the existing CPR in GDM with IFPRs
to enhance the efficiency of consensus and provides a certain theoretical guarantee for obtaining the
DM result recognized by all experts. (3) The method using an optimization model to determine the
priority weights of alternatives, avoids information loss, and provides a more convincing DM result.

The limitations of this study are as follows: since the decision data depend on the subjective
information provided by the experts, the obtained DM result may have an element of inaccuracy and
personal bias, and the consistency and consensus thresholds are provided in advance, which also lacks
objectivity.

The implication of this study is that its findings can help community managers effectively reduce
the confusion caused by chaotic parking in the community, thereby improving people’s quality of life.
Moreover, the method proposed in this study can be applied to other real-world problems, such as
supplier selection, risk evaluation, hotel location selection, etc.

Furthermore, the additive consistency of IFPRs is another tool used to evaluate the quality of
pairwise comparisons of alternatives provided by the expert. Therefore, the application of our method
to GDM problems based on additive consistent IFPRs is worth studying in the future. In addition,
extending the method proposed in this study to other fuzzy environments, such as trapezoidal neutral
data [47], m-polar set [48], nonlinear Pentagon intuitionistic fuzzy number [49], and intuitionistic
multiplicative set [50,51], are also some interesting topics in the future.
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