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ABSTRACT

The combination of Precision Point Positioning (PPP) with Multi-Global Navigation Satellite System (Multi-
GNSS), called MGPPP, can improve the positioning precision and shorten the convergence time more effectively
than the combination of PPP with only the BeiDou Navigation Satellite System (BDS). However, the Inter-System
Bias (ISB) measurement of Multi-GNSS, including the time system offset, the coordinate system difference, and
the inter-system hardware delay bias, must be considered for Multi-GNSS data fusion processing. The detected
ISB can be well modeled and predicted by using a quadratic model (QM), an autoregressive integrated moving
average model (ARIMA), as well as the sliding window strategy (SW). In this study, the experimental results
indicate that there is no apparent difference in the ISB between BDS-2 and BDS-3 observations if B1I/B3I signals
are used. However, an obvious difference in ISB can be found between BDS-2 and BDS-3 observations if B1I/B3I
and B1C/B2a signals are used. Meanwhile, the precision of the Predicted ISB (PISB) on the next day of all stations
is about 0.1−0.6 ns. Besides, to effectively utilize the PISB, a new strategy for predicting the PISB for MGPPP is
proposed. In the proposed strategy, the PISB is used by adding two virtual observation equations, and an adaptive
factor is adopted to balance the contribution of the Observed ISB (OISB) and the PISB to the final estimations of ISB.
To validate the effectiveness of the proposed method, some experimental schemes are designed and tested under
different satellite availability conditions. The results indicate that in open sky environment, the selective utilization
of the PISB achieves almost the same positioning precision of MGPPP as the direct utilization of the PISB, but the
convergence time of MGPPP is reduced by 7.1% at most in the north (N), east (E), and up (U) components. In
the blocked sky environment, the selective utilization of the PISB contributes to more significant improvement of
the positioning precision and convergence time than that in the open sky environment. Compared with the direct
utilization of the PISB, the selective utilization of the PISB improves the positioning precision and convergence
time by 6.7% and 12.7% at most in the N, E, and U components, respectively.
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1 Introduction

The Precise Point Positioning (PPP) technology was first proposed and realized by Zumberge
et al. in 1997 to achieve efficient and robust analysis of GPS data from large networks [1]. In
the past two decades, because of its high precision, efficiency, and flexibility, the PPP technology
has been widely applied to precise orbit determination of low earth orbiters, earthquake moni-
toring, tsunami warning, atmospheric retrieval, and other fields [2–7]. However, the traditional
PPP technique has limitations of long initialization time and limited positioning precision [8].
The advent of multi-GNSS provides a great opportunity to reduce the convergence time and
improve the positioning precision because multi-GNSS has advantages in the “richness” of
constellations, signals, and frequencies [9–11]. The PPP with multi-GNSS is called MGPPP.
However, the Inter-System Bias (ISB) measurement of Multi-GNSS, including the time sys-
tem offset, the coordinate system difference, and the inter-system hardware delay bias, must
be considered for Multi-GNSS data fusion processing. Generally, ISB is regarded as a new
variable in GNSS data processing, and it is an important issue in the fusion of multi-GNSS
data [12–16].

To control the effect of ISB, three types of methods are widely used in MGPPP: (1) The Parameter
Removing Method (PRM) eliminates the inter-system hardware delay differences by Between-Satellite
Single-Difference (BSSD). In addition, the method eliminates the time and coordinate system dif-
ferences by adopting unified satellite and clock products or performing time and coordinate system
transformations. Currently, the PRM method is widely used in the loosely combined PPP model
[17]. (2) The Parameter Estimation Method (PEM) takes the ISB as an additional parameter and
makes estimations or calibrations through observation equations. The PEM method is widely used
in the un-differenced PPP model [18,19] and the tightly combined PPP model (a single reference
satellite for all observations from all GNSS systems [20]). (3) The Parameter Simplification Method
(PSM) assimilates the ISB into the receiver clock, ambiguity, and pseudo-range residuals parameters
to simplify MGPPP data processing and preserve the same parameter solution model as that of the
traditional single GNSS PPP [21,22].

These methods of ISB processing are proposed and used for different application scenarios.
Therefore, they have inherent disadvantages and advantages. In the PRM method, the effect of ISB
can be eliminated, but the magnitude of ISB cannot be obtained and there is a requirement on the
satellite numbers in each GNSS system (e.g., at least two satellites). In the PEM method, the nominal
ISB can be estimated as an additional parameter, but the absolute ISB cannot be obtained because it
is strongly related to the clock and ambiguity parameters. Also, additional ISB need to be estimated,
which is impractical for the positioning under limited satellite availability. In the PSM method, there
is no need to estimate the ISB, and the model of MGPPP is consistent with that of a single GNSS
PPP, but the characteristics of some parameters are changed. In this case, the users need to choose a
suitable method to process the ISB.

Considering that PEM is the most popular method for processing ISB, this study focuses on
the investigation of the PEM-based ISB processing strategy for GPS/BDS-2/BDS-3 combined PPP.
It is acknowledged that there are obvious ISB between BDS-2 and GPS observations [23,24], and the
“inter-satellite-type biases”(ISTBs) have been found in different types of BDS including Geostationary
Earth Orbit (GEO), Inclined GeoSynchronous Orbit (IGSO), and Medium Earth Orbit (MEO)
[25]. Besides the newly designed satellite signals, different satellite buses, updated rubidium atomic
frequency standards, and new passive hydrogen masers have been used in BDS-3 satellites [26].
Compared with BDS-2 satellites, great improvements have been made for BDS-3 satellites. However,
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some problems need to be further investigated: (1) Are there obvious ISB between BDS-2 and BDS-3
observations (ISBBDS-2, BDS-3)? (2) What are the characteristics of the ISB time series if they exist? (3) How
to model and predict these ISB parameters accurately? (4) How to effectively utilize the predicted ISB
to improve the positioning precision and convergence time of MGPPP?

To investigate the above problems, the following work has been done in this study. Firstly,
the estimation method of ISBBDS-2, BDS-3 is discussed based on GPS/BDS-2/BDS-3 combined PPP.
Then, the ISB are estimated by using one month of the GPS/BDS-2/BDS-3 observations from 11
Multi-GNSS Experiment (MGEX) stations and 10 international GNSS Monitoring and Assessment
System (iGMAS) stations. The significances of estimating ISBBDS-2, BDS-3 are tested and analyzed in
Section 2. Then, these ISB time series are modeled and predicted by a newly proposed method called
QM+ARIMA+SW, and the PISB precision of each station is analyzed in Section 3. Subsequently, a
processing strategy of the PISB is proposed for MGPPP, where the PISB is used by adding some virtual
observation equations and adaptive factors. Meanwhile, several experimental schemes are designed
and implemented to validate the effectiveness of the proposed method. The positioning precision and
convergence of these schemes are compared under different satellite visibility conditions in Section 4.
Finally, this study is concluded in Section 5.

2 ISB Estimation
2.1 ISB Estimation Method

Generally, the ionosphere-free linear combinations of GPS, BDS-2, and BDS-3 observations can
be expressed as the following Eqs. (1)–(6):

PGIF
= ρG + c[dtr − dts

G] + bP
rG + bsP

G + TG + εP
GIF

(1)

PB2IF
= ρB2 + c[dtr − GB − dts

B2] + bP
rB2 + bsP

B2 + TB2 + εP
B2IF

(2)

PB3IF
= ρB3 + c[dtr − GB − dts

B3] + bP
rB3 + bsP

B3 + TB3 + εP
B3IF

(3)

ΦGIF
= ρG + c[dtr − dts

G] + bΦ

rG + bsΦ
G + TG + NGIF

+ εΦ

GIF
(4)

ΦB2IF
= ρB2 + c[dtr − GB − dts

B2] + bΦ

rB2 + bsΦ
B2 + TB2 + NB2IF

+ εΦ

B2IF
(5)

ΦB3IF
= ρB3 + c[dtr − GB − dts

B3] + bΦ

rB3 + bsΦ
B3 + TB3 + NB3IF

+ εΦ

B3IF
(6)

In the above equations, the subscripts G, B2, B3 respectively refer to GPS, BDS-2, BDS-3
satellite systems; P and Φ respectively indicate the pseudo-range and carrier phase measurements
(unit: meter); IF indicates the ionosphere-free combination; ρ indicates the actual geometric distance
from the receiver to the satellite, which includes the receiver coordinates (xr, yr, zr) and the satellite
coordinates (xs, ys, zs); c indicates the speed of light in vacuum (unit: meter per second); dtr and dts

respectively indicate the clock errors of the receiver and the satellite (unit: second); GB indicates the
time offset of GPS to BDS; br

Pand bsP respectively indicate the frequency-dependent code hardware
delays of the receiver and the satellite (unit: second); br

Φ and bsΦ respectively indicate the frequency-
dependent carrier phase hardware delays of the receiver and the satellite (unit: second); T indicates the
tropospheric delay (unit: meter); N indicates the ambiguity parameters of the ionosphere-free linear
combinations (unit: meter); εp and εΦ respectively indicate the noise and the un-modeled errors of the
ionosphere-free linear combinations of the code and carrier phase measurements (unit: meter).

To obtain precise and consistent products, the satellite orbit and clock of GPS, BDS-2, and BDS-
3 are produced in advance, and the precision of these products is validated. Specifically, the GNSS
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observations for one month (from June 01 to 30, 2018) of 93 IGS-MGEX stations and 22 iGMAS
stations are used to produce the satellite orbit and clock of GPS, BDS-2, and BDS-3. This study adopts
the data processing strategy proposed in [27]. The IGS-MGEX products are taken as references to
validate the precision of GPS and BDS-2 satellite orbit and clock determination results. Meanwhile,
the precision of GPS, BDS-2, and BDS-3 satellite orbit and clock determination results is validated
by the discrepancy of overlapping arcs. The signal tracking capability of each station is illustrated in
Fig. 1. The statistics of precision results are presented in Fig. 2 and Table 1.

Figure 1: The signal tracking capability of each station used to determine the satellite orbit and clock
of GPS, BDS-2, and BDS-3 [28]

Figure 2: The precision of satellite orbit (on the left side, the mean RMS of all satellites in one day)
and clock (on the right side, the mean standard deviation of all satellites) determination results in one
month (from June 01 to 30, 2018)

It can be seen from Table 1 that the precision of GPS/BDS-2/BDS-3 satellite orbit (1D RMS) and
clock (STD) determination results is better than 2 cm/10 cm/15 cm and 0.1 ns/0.3 ns/0.5 ns, respectively.
Also, the precision of the BDS-2 satellite orbit and clock determination results is slightly better than
that of BDS-3. This is mainly because the number of BDS-2 tracking stations (80 stations) is larger
than that of BDS-3 tracking stations (19 stations). It is expected that the precision of the BDS-3 satellite
orbit and clock determination results can be further improved when more stations are updated to track
the BDS-3 satellite signal.
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Table 1: The precision statistics of GPS, BDS-2, and BDS-3 satellite orbit and clock determination
results

Precision GPS BDS-2 BDS-3

MGEX Overlap MGEX Overlap MGEX Overlap

Orbit (1D
RMS, cm)

1.6 1.5 9.81 9.45 / 13.83

Clock (STD,
ns)

0.07 0.06 0.31 0.28 / 0.44

After the precise satellite orbit and clock, productions are substituted into Eqs. (1)–(6), the dts

and (xs, ys, zs) will become known parameters. In our experiments, the time and coordinate systems of
the GPS, BDS-2, and BDS-3 satellite orbit and clock products are referred to as GPST and WGS-
84, respectively. Thus, the time offset GB can be eliminated if the above orbit and satellite clock
products are used. Besides, the satellite clock corrections include the effect of the ionosphere-free
linear combination of the satellite code hardware delays (bsP). Therefore, Eqs. (1)–(6) can be rewritten
as Eqs. (7)–(12):

PGIF
= ρG + c[dtr − dts

Gprec] + bP
rG + TG + εP

GIF
(7)

PB2IF
= ρB2 + c[dtr − dts

B2prec] + bP
rB2 + TB2 + εP

B2IF
(8)

PB3IF
= ρB3 + c[dtr − dts
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rB3 + TB3 + εP

B3IF
(9)
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+ εΦ
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(10)
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(11)

ΦB3IF
= ρB3 + c[dtr − dts

B3prec] − bsP
B3 + bΦ

rB3 + bsΦ
B3 + TB3 + NB3IF

+ εΦ

B3IF
(12)

where dts
prec = dts+GB-bsp/c. Generally, the code hardware delays of the receiver (br

P) can be assimilated
into the receiver clock correction (c×dtr). Meanwhile, the differences between the code and the
carrier phase hardware delays of the receiver (br

Φ-br
p) and satellite (bsΦ-bsp) can be assimilated into

the ambiguities (N). If the new symbols dt r’ and N’ are adopted to denote the new receiver clock
correction (c×dtr+brG

P) and the new ambiguities (N+br
Φ-br

p+bsΦ-bsp), an additional parameter (i.e.,
the difference of receiver code hardware delays between different satellite systems, such as brG

P-brB2
P or

brG
P-brB3

P) must be added, and the added parameter is ISB. Based on this, Eqs. (7)–(12) can be rewritten
as Eqs. (13)–(18):
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According to Eqs. (13)–(18), the ISB parameters (ISBG, B2 and ISBG, B3) and the other parameters
(xr, yr, zr, dt’, T , N’) can be estimated by the same estimator, e.g., the least square (LSQ) adjustment
method, or other adjustment methods. Then, the value of ISBB2, B3 can be obtained by subtracting
ISBG, B2 with ISBG, B3.

2.2 ISB Estimation Results
To estimate ISBG, B2, ISBG, B3, and ISBB2, B3, the observations are collected from 21 stations (include

11 MGEX stations marked in black and 10 iGMAS stations marked in red) for one month (from June
1 to 30, 2018). All the 21 stations can receive the satellites signals of GPS (L1, L2), BDS-2 (B1I, B3I),
and BDS-3 (B1I, B3I) simultaneously; the 10 iGMAS stations can receive the satellites signals of new
BDS-3 (B1C, B2a). Because the ISB is highly dependent on the receiver type [29], the receiver types of
the above 21 stations are distinguished with different colors, as shown in Fig. 3. Table 2 lists the ISB
estimation strategy used in our experiments. Fig. 4 illustrates the MGPPP precision of each station in
the north (N), east (E), and up (U) components when using the GPS (L1, L2)/BDS-2 (B1I, B3I)/BDS-
3 (B1I, B3I) observation data. Fig. 5 shows the MGPPP error distribution of the 10 iGMAS stations
when using the GPS (L1, L2)/BDS-2 (B1I, B3I)/BDS-3 (B1I, B3I) and GPS (L1, L2)/BDS-2 (B1I,
B3I)/BDS-3 (B1C, B2a) observation data. The positioning precision is evaluated by comparing the
coordinates with external values obtained from more than 200 stations at CUMAC (GNSS Analysis
Center at China University of Mining and Technology) based on the double-different (DD) solution.
For the same station, the coordinate difference between the external values of the DD solution and
the IGS final products [30] is just about 3 mm in the horizontal direction and 6 mm in the vertical
direction. This indicates the high precision of the DD solution. Thus, the external values obtained by
the DD solution can be regarded as the actual values for the MGPPP of the 11 MGEX stations and
10 iGMAS stations. Fig. 6 shows the ISB estimation results of the 21 stations on 01 June 2018. Table 3
lists the statistical estimation results of ISB BDS-2 (B1I, B3I), BDS-3(B1I, B3I) and ISB BDS-2 (B1I, B3I), BDS-3(B1C, B2a) from all
the stations that are classified by the receiver type. Fig. 7 illustrates the ISB estimation results of the
CLGY, WUH1, DWIN, and ZHON stations for one month.

Figure 3: The geographical distribution and receiver types of the 11 IGS MGEX stations and the 10
iGMAS stations used for ISB estimation
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Table 2: The data processing strategies and observation models used for ISB estimation

Item Model and strategy

Basic observable LC+PC: GPS (L1+L2), BDS-2 (B1I+B3I),
BDS-3 (B1I+B3I/B1C+B2a)

Sample rate 30 s
Weight for observation Elevation-dependent
Estimator LSQ
Elevation angle cut-off 7°
Satellite orbit and clock Fixed, precise satellite orbit and clock products

from Table 1
Tropospheric delay Saastamoinen model and random-walk process
Ionospheric delay First-order effect eliminated by an

ionospheric-free linear combination
Phase wind-up effect Corrected
Sat. Ant. PCO and PCV Applied for GPS; PCO applied for BDS-2 and

BDS-3
Rec. Ant. PCO and PCV Applied for GPS; not applied for BDS-2 and

BDS-3
Receiver clock bias Estimated as white noise for each epoch
Phase ambiguity Estimated as constant for each ambiguity arc
ISB Estimated as one-day constant

Figure 4: The PPP precision (the mean RMS of 30 days) of 21 stations (10 iGMAS stations and 11
MGEX stations) in the N, E, and U components when using GPS (L1, L2)/BDS-2 (B1I, B3I)/BDS-3
(B1I, B3I) observation data
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Figure 5: The distribution of the MGPPP positioning errors for the 10 iGMAS stations. Top panels:
the error distribution when using GPS (L1, L2)/BDS-2(B1I, B3I)/BDS-3(B1I, B3I) observation data
from June 1 to 30, 2018. Bottom panels: the error distribution when using 10 iGMAS stations using
GPS (L1, L2)/BDS-2(B1I, B3I)/BDS-3(B1C, B2a) observation data from June 01 to 30, 2018

Figure 6: The ISB estimation results of the 21 stations on 01 June 2018 Top panels: ISB
GPS (L1, L2), BDS-2 (B1I, B3I); Bottom panels: ISB GPS (L1, L2), BDS-3 (B1C, B2a)
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Table 3: The ISB estimation statistics of BDS-2 (B1I, B3I), BDS-3 (B1I, B3I), and BDS-3 (B1C, B2a)
from all the stations on 01 June 2018 (unit: ns)

Receiver Station ISB BDS-2 (B1I, B3I), BDS-3(B1I, B3I) ISB BDS-2 (B1I, B3I), BDS-3(B1C, B2a)

Mean STD Mean STD

CETC-54-
GMR-4016

BJF1 −2.725 0.177 −28.825 0.181
BRCH −0.570 0.231 −18.671 0.232
CLGY −1.363 0.225 −32.097 0.212
LHA1 −0.190 0.173 −19.000 0.176
WUH1 0.792 0.223 −36.504 0.190

CETC-54-
GMR-4011

DWIN −0.228 0.179 −28.942 0.179
PETH −0.191 0.185 −20.134 0.180
ZHON 2.512 0.249 −40.66 0.208

gnss_ggr XIA1 1.910 0.178 52.586 0.225
GUA1 2.255 0.190 67.547 0.213

SEPT
POLARX5

ARUC −0.670 0.235 - -
CHPI −0.455 0.264 - -
DARW 0.607 0.220 - -
DAV1 −0.677 0.241 - -
KAT1 −0.535 0.221 - -
STR1 −0.878 0.248 - -
TID1 −0.368 0.258 - -
HOB2 0.171 0.264 - -

JAVAD TRE_3 CEDU −1.608 0.244 - -
MET3 0.981 0.257 - -
PADO −2.873 0.225 - -

It can be seen from Figs. 4 and 5 that the daily solution precision of GPS/BDS-2/BDS-3 combined
PPP is better than 2 cm for most of the stations, and the positioning precision of IGS stations is better
than that of iGMAS stations. This is because IGS stations have a better receiver quality than iGMAS
stations. The following observations can be made from the results in Figs. 6 and 7 and Table 3: (1)
The ISB are highly dependent on the receiver type, and the ISB obtained from the IGS stations are
better than that obtained from the iGMAS stations; (2) there is no apparent difference in the ISB of
BDS-2 and BDS-3 observations if they all use B1I and B3I signals, but there is an obvious difference in
the ISB of BDS-2 and BDS-3 observations if they use B1I/B3I and B1C/B2a signals; (3) the ISB have
high stability (about 0.1–0.2 ns) for the same receiver in one day, but the ISB vary greatly (about 1–2 ns)
day by day, and systematic variations are presented. Therefore, the ISB time series can be modeled and
predicted, and the prediction results will be conducive to reducing the convergence time and improving
the positioning precision of MGPPP, especially in the condition of limited satellites.
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Figure 7: The ISB estimation results of the CLGY, WUH1, DWIN, and ZHON stations for one month.
Left panels: the ISB GPS (L1, L2), BDS-2 (B1I, B3I) of CLGY, WUH1, DWIN, and ZHON stations from June 01
to 30, 2018; Right panels: the ISB GPS (L1, L2), BDS-3 (B1C, B2a) of CLGY, WUH1, DWIN, and ZHON stations
from June 01 to 30, 2018

3 ISB Modeling and Prediction

The investigation of ISB modeling and prediction has been performed in [31,32]. However, the
precision of predicting ISB next day is about 0.5–1.5 ns, which is not high enough. To improve the
precision of short-term ISB prediction, a combination method based on quadratic model (QM),
autoregressive integrated moving average model (ARIMA), and sliding window strategy (SW), i.e.,
QM+ARIMA+SW, is proposed. The principle of the proposed method is described as follows.

First, a quadratic function is employed to fit the original ISBo
i series by the least square method:

ISBf
t = At2 + Bt + C (19)

where ISBf
t indicates the fitting value of the ISB at the tth epoch; A, B, and C are the coefficients of

the quadratic, first-order, and constant terms of the quadratic function, respectively. Fig. 8 illustrates
the fitting results of the stations based on the quadratic function. Due to the limited paper space, only
the fitting results of WUH1 and ZHON stations are shown here.

Then, the fitting residuals of Eq. (19) are further modeled by ARIMA [33], which combines the
difference method and the ARMA model. The modeling operation can be expressed as Eq. (20):

ISBr
t =

p∑
i=1

aiISBr
t−i +

q∑
i=1

biνt−i (20)

where ISBr
t indicates the difference between ISBo

t and ISBf
t; (a, b) and (p, q) are the coefficients and

the orders of the ARMA model, respectively; v is the error term, {vt} ∼ WN (0, σ 2), and WN indicates
white noise. Noted that the time series modeled by the ARMA model must meet the requirement
for stability. Thus, the stability of {ISBr

t} should be tested first. If {ISBr
t} is unstable, the difference

operation will be performed to make it stable.
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Figure 8: The fitting results of ISB GPS (L1, L2), BDS-2 (B1I, B3I) and ISB GPS (L1, L2), BDS-3 (B1C, B2a) of WUH1, and
ZHON stations from June 01 to 30, 2018 based on QM

The combination of different methods and the ARMA model can be expressed as {ISBr
t}∼ARIMA

(p, d, q), where d indicates the times of different operations. Fig. 9 shows the fitting results of ISBr
t

based on the ARIMA model. Table 4 lists the fitting precision of ISBf
t+ISBr

t based on QM+ARIMA.
The Mean Absolute Error (MAE) is adopted as the precision index of ISB modeling and prediction
[34], and it is calculated as Eq. (21):

MAEj = 1
n

n∑
t=1

|(ISBf
t + ISBr

t) − ISBo
t | (21)

where ISBo
t is the original value of the ISB at the tth epoch, and (ISBf

t+ISBr
t) are replaced with the

prediction value ISBp
t to evaluate the prediction precision of ISB; n is the total number of epochs for

ISB modeling or prediction; j indicates the jth station.

Finally, the ISB at the (t+1)th epoch is predicted according to Eq. (22):

ISBp
t+1 = A(t + 1)2 + B(t + 1) + C +

p∑
i=1

aiISBr
(t+1)−i +

q∑
i=1

biv(t+1)−i (22)
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Figure 9: The fitting results of ISBr
t of WUH1 and ZHON stations from June 01 to 30, 2018 based on

ARIMA

Table 4: The fitting precisions of ISBGPS(L1, L2), BDS-2 (B1I, B3I) (expressed as ISB1) and
ISBGPS (L1, L2), BDS-3 (B1C, B2a) (expressed as ISB2) of CLGY, WUH1, DWIN, and ZHON stations from June
01 to 30, 2018 based on QM+ARIMA

(Unit: ns) CLGY WUH1 DWIN ZHON

ISB1 0.22 0.28 0.32 0.19
ISB2 0.21 0.11 0.27 0.07

In Eq. (22), A, B, C, (a, b), and (p, q) are known parameters, and they are obtained by fitting
the models according to Eqs. (19) and (20). To reduce the influence of historical data and strengthen
the effect of new data, a slide window strategy is adopted in this study. Specifically, the data at the 1st

epoch are deleted and the data at the (t+1)th epoch are added. The window size is always a constant.
To validate the effectiveness of the proposed method, the original ISB of each station are taken as
basic data series to model and predict the ISB based on the proposed QM+ARIMA+SW method,
and the window size is always set to 23. The ISB prediction results and the statistics of the prediction
precision are respectively shown in Fig. 10 and Table 5.

It can be seen from Table 5 that based on the proposed QM+ARIMA+SW method, the prediction
precision of the ISB in the next day is about 0.1−0.6 ns, which is better than that of the existing research
results (0.5−1.5 ns). However, there is a significant difference in the predicted ISB (PISB) precision of
each station. For example, the PISB precision of the ZHON station is high (about 0.1 ns), and that
of the DWIN station is poor (about 0.6 ns). The results indicate that it is difficult to find an effective
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method to accurately predict the ISB of all stations. This is because the time-varying characteristic of
ISB is closely related to the capability (stability) of the receiver hardware.

Figure 10: The ISB prediction results of WUH1 and ZHON stations from June 24 to 30, 2018 based
on QM+ARIMA+SW

Table 5: The prediction precision of ISBGPS(L1, L2), BDS-2 (B1I, B3I) (expressed as ISB1) and
ISBGPS (L1, L2), BDS-3 (B1C, B2a) (expressed as ISB2) of CLGY, WUH1, DWIN, and ZHON stations from June
01 to 30, 2018 based on QM+ARIMA+SW

(Unit: ns) CLGY WUH1 DWIN ZHON

ISB1 0.29 0.35 0.58 0.14
ISB2 0.25 0.24 0.55 0.12

4 Selective Utilization of the Predicted ISB
4.1 Selective ISB Prediction Method

The predicted ISB of each station can be obtained by the proposed QM+ARIMA+SW method,
but the prediction precision varies. To address this issue, a better approach needs to be developed
to handle the PISB of each station separately. However, the PISB precision of each station cannot
be known in advance. Thus, the reliability of the PISB needs to be determined before they are used.
To effectively utilize PISB, a new PISB processing strategy for GPS/BDS-2/BDS-3 combined PPP is
proposed in this study. The fundamentals of the proposed strategy are described as follows.

Here, Eqs. (13)–(18) are still used to estimate the ISB parameters (ISBG, B2 and ISBG, B3) and the
other parameters (xr, yr, zr, dt’, T , N’). Meanwhile, two virtual observation equations are added to
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estimate the ISB parameters, which are shown in Eqs. (23) and (24):

ISBP
G,B2 = ISBG,B2 + εP

G,B2 (23)

ISBP
G,B3 = ISBG,B3 + εP

G,B3 (24)

where ISBP and εP denote the predicted PISB and its prediction error, respectively.

Besides, an adaptive factor α is introduced, and the setting of its value refers to [35]:

α =

⎧⎪⎪⎨
⎪⎪⎩

1 |ΔX | ≤ C0

C0

|ΔX |
(

C1 − |ΔX |
C1 − C0

)2

C0 < |ΔX | ≤ C1

0 |ΔX | > C1

(25)

where C0 and C1 are constants, C0 = 1.0–1.5, C1 = 3.0–4.5. The calculation of |ΔX| is shown as follows:

|ΔX | = ||X e − X p||√
tr(

∑
Xp)

(26)

where Xe is the state vector of estimated ISB, and it is calculated according to Eqs. (13)–(18); and Xp is
the state vector of predicted ISB, and it is calculated according to Eqs. (23) and (24); Σ and tr denote
the covariance matrix and the trace of a matrix, respectively. Finally, the unknown parameters (xr, yr,
zr, dt’, T , N’, ISBG, B2, ISBG, B3) can be solved by combining Eqs. (13)–(18) and (23)–(26). The calculation
formulas are shown as follows:

X = (ATPA + αPp)−1(ATPL + αPPX P) (27)∑
X

= (ATPA + αPp)−1σ 2
0 (28)

where A, P, and L are respectively the design matrix, weight matrix, and observation vector, and they
are calculated according to the original Eqs. (13)–(18); Pp and Xp are respectively the weight matrix and
the predicted state vector of ISB, and they are calculated according to the added virtual observation
Eqs. (23) and (24); X and ΣX are the final estimated state vector and its covariance matrix, respectively;
σ 2

0 is a scale factor, and α is an adaptive factor. Since the matrices Pp and Xp are obtained through
matrix extension of P and X , the dimensions of Pp and Xp should be the same as those of P and X .

Note that the adaptive factor α ranges between 0 and 1, and it balances the contribution of the
OISB and the PISB to the final estimation of ISB. If α = 0, the solutions to Eqs. (27) and (28) are the
same as those of Eqs. (13)–(18); in this case, the PISB is not trusted and ignored. If α = 1, the solutions
to Eqs. (27) and (28) are the same as those of directly combining Eqs. (13)–(18) and Eqs. (23) and (24);
in this case, the PISB is fully trusted and treated the same as the OISB. If 0 < α < 1, the weight of the
virtual observations obtained according to Eqs. (23) and (24) are adjusted by the difference between
the PISB and the OISB. This indicates that the method proposed in this study has a general form of
PISB processing, and the methods of ignoring and directly utilizing PISB are the special cases of the
proposed method.

4.2 Experiments and Analysis
To validate the proposed method, four experimental schemes are designed in this study:

(1) Scheme 1: α is set to 0. That is, the information of the PISB is ignored, and only GPS/BDS-2
observations are used for MGPPP;

(2) Scheme 2: α is set to 0, but the observations of GPS/BDS-2/BDS-3 are used for MGPPP;
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(3) Scheme 3: α is set to 1. That is, the information of the PISB is treated the same as the OISB,
and the observation is the same as that of scheme 2;

(4) Scheme 4: α is determined by Eq. (25). That is, the information of the PISB is utilized
selectively, and the observation is the same as that of scheme 2.

Then, the four experimental schemes are tested under different satellite availability conditions.
Based on the test results, the impacts of different PISB processing strategies on MGPPP in different
satellite visibility environments are analyzed.

In the open sky environment, the observation data of the CLGY, WUH1, DWIN, and ZHON
stations for one week are used. Meanwhile, the satellite cut-off elevation angle is set to 5◦, and
the satellite signals of GPS (L1+L2), BDS-2 (B1I+B3I), and BDS-3 (B1C+B2a) are adopted. The
parameter processing strategy shown in Table 2 is adopted, but the ISB are processed by schemes 1,
2, 3, and 4, respectively. Then, the convergence time and positioning precision of the four schemes are
compared. Figs. 11 and 12 respectively show the averaged positioning precision and convergence time
of each station under the four schemes from June 24 to 30, 2018 in the open sky environment. Table 6
lists the statistical results of the positioning precision and convergence time of each day under the four
schemes.

Figure 11: The averaged positioning precision of each station under the four schemes in the open sky
environment

Figure 12: The averaged convergence time of each station under the four schemes in the open sky
environment
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Table 6: The statistical results of the positioning precision and convergence time of each day. P
indicates the averaged positioning precision; T indicates the averaged convergence time; Ave indicates
the averaged positioning precision and convergence time of each scheme from June 24 to 30, 2018; Imp
indicates the improvement of schemes 2, 3, and 4 compared with schemes 1, 2, and 3

Date Scheme 1
(G/B2)

Scheme 2
(G/B2/B3)

Scheme 3
(G/B2/B3)

Scheme 4
(G/B2/B3)

P (mm) T (min) P (mm) T (min) P (mm) T (min) P (mm) T (min)

24 10/17/24 22/30/35 10/16/24 20/28/33 9/15/22 18/26/32 9/14/22 18/25/31
25 10/20/24 24/32/34 9/15/22 24/28/35 8/14/22 20/23/32 8/14/22 19/24/31
26 8/16/19 23/33/37 10/16/19 21/28/34 8/15/19 25/26/32 8/14/18 23/23/31
27 11/18/25 26/29/35 6/13/14 24/27/34 8/12/13 23/27/32 8/11/14 22/23/30
28 8/16/20 24/29/36 9/17/22 22/26/31 9/16/20 19/23/30 9/17/20 19/23/30
29 7/16/23 23/29/38 7/15/21 21/27/33 7/15/22 21/24/32 6/15/21 20/22/32
30 7/15/20 26/33/37 4/12/24 23/28/33 6/14/24 22/20/32 6/14/23 20/24/30
Ave. 9/17/22 24/31/36 8/15/21 22/28/33 8/14/20 21/24/32 8/14/20 20/23/31
Imp. – – 11/12/5 8/10/8 0/6/5 5/14/3 0/0/0 5/4/3

From Figs. 11, 12, and Table 6, the following observations can be made: (a) Compared with the
results of scheme 1, in the open sky environment, the additional BDS-3 observations in scheme 2
improve the positioning precision by 11%, 12%, and 5% and reduce the convergence time by 8%,
10%, and 8% in the N, E, and U components, respectively; (b) compared with the results of scheme
2, the additional PISB in scheme 3 lead to a slight improvement (0%, 6%, and 5% in the N, E, and U
components) of the positioning precision and an obvious improvement (5%, 14%, and 3%, in the N, E,
and U components) of the convergence time; (c) compared with the results of scheme 3, the selective
utilization of PISB in scheme 4 does not improve the positioning precision, but the convergence time
can be further reduced (5%, 4%, and 3%, in the N, E, and U components); (d) it should be noted that
the precision of the PISB is relatively high (0.1∼0.6 ns) in our experiments. Therefore, the difference
in the positioning precision between the results of scheme 3 and scheme 4 is not significant. However,
if the precision of PISB is very poor, a system error will be introduced to the positioning results, and
the PISB processing strategy of scheme 3 will be aggressive.

In the blocked sky environment, the same observations and data processing strategy as those in
the open sky environment are used. Meanwhile, the satellite cut-off elevation angle is set to 30◦ to
simulate the blocked sky environment. Fig. 13 shows the number of visible satellites and the position
dilution of precision (PDOP) at the CLGY, WUH1, DWIN, and ZHON stations on June 24, 2018.
Figs. 14 and 15 respectively illustrate the averaged positioning precision and convergence time of the
four schemes at each station from June 24 to 30, 2018 in the blocked sky environment. Table 7 lists the
statistical results of the averaged positioning precision and convergence time of all stations in the N,
E, and U components from June 24 to 30, 2018 in the blocked sky environment.



CMES, 2022, vol.132, no.3 839

Figure 13: The number of visible satellites and PDOP values at the CLGY, WUH1, DWIN, and ZHON
stations on June 24, 2018, in the blocked sky environment

Figure 14: The averaged positioning precision of each station under the four schemes in the blocked
sky environment

Figure 15: The averaged convergence time of each station under the four schemes in the blocked sky
environment
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Table 7: The statistical results of the positioning precision and convergence time of each day under the
four schemes in the blocked sky environment

Date Scheme 1(G/B2) Scheme 2(G/B2/B3) Scheme 3(G/B2/B3) Scheme 4(G/B2/B3)

P (mm) T (min) P (mm) T (min) P (mm) T (min) P (mm) T (min)

24 9/25/32 32/45/54 8/23/30 27/41/48 8/22/27 25/34/45 7/21/26 22/30/42
25 9/26/39 30/46/54 6/17/37 27/41/48 7/15/36 24/36/49 7/15/32 22/33/44
26 9/25/33 33/48/58 7/19/30 24/42/52 7/17/27 23/35/49 7/15/27 21/34/46
27 9/20/38 28/48/55 9/17/32 25/43/50 7/17/29 22/33/44 7/16/29 21/31/43
28 9/20/37 31/46/59 9/17/35 25/43/53 8/17/34 25/35/44 8/16/33 24/34/42
29 8/21/39 33/47/57 7/18/34 29/42/52 7/17/30 26/34/47 6/16/30 23/33/44
30 7/20/29 31/45/57 7/18/27 27/41/52 7/17/25 26/35/46 6/16/25 22/31/46
Ave. 9/22/35 31/46/56 7/18/32 26/42/51 7/17/30 24/35/46 7/16/29 22/32/44
Imp. – – 22/18/9 16/9/9 0/6/6 8/17/10 0/6/3 8/9/4

From Figs. 14, 15, and Table 7, the following observations can be made: (a) the use of additional
BDS-3 observations contribute more to the positioning precision and the convergence time in the
blocked sky environment than that in the open sky environment. Compared with scheme 1, scheme 2
improves the positioning precision and the convergence time by 22%, 18%, 9% and 16%, 9% and 9% in
the N, E, and U components, respectively; (b) the effect of the PISB on the positioning precision is still
not obvious, but the improvements of the positioning precision by scheme 3 (0%, 6%, and 6% in the N,
E, and U components) and scheme 4 (0%, 6%, and 3% in the N, E, and U components) in the blocked
sky environment are larger than those in the open sky environment. This is because the number of
observed satellites is significantly decreased in the blocked sky environment; (c) the effect of the PISB
on the convergence time in the blocked sky environment is more significant than that in the open sky
environment. Compared with scheme 2 and scheme 3, the convergence time of scheme 3 and scheme
4 is improved by 8%, 17%, 10%, and 8%, 9%, 4% in the N, E, and U components, respectively; (d)
generally, the use of additional BDS-3 observations, the PISB, and the selective utilization of PISB in
the blocked sky environment contributes to more significant improvement of the positioning precision
and convergence time of MGPPP than that in the open sky environment.

5 Conclusions

The observations of Multi-GNSS can significantly improve the availability, continuity, reliability,
and precision of navigation and positioning services. However, the influence of ISB in multi-GNSS
data fusion processing must be considered and investigated, and it has become a hotspot in the field of
GNSS research. This study focuses on the short-term ISB modeling and prediction methods, as well
as the processing strategy of predicted ISB for GPS, BDS-2, and BDS-3 combined PPP. Based on the
theoretical analysis and actual computation and comparison results, the following conclusions can be
made:

(1) There is no obvious difference of ISB between BDS-2 and BDS-3 observations when B1I and
B3I signals are used. However, an obvious difference of ISB can be found between BDS-2 and
BDS-3 observations when B1I/B3I and B1C/B2a signals are used.
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(2) The ISB highly depend on the receiver type, and they are relatively stable (about 0.1–0.2 ns) for
the same receiver for one day. However, they vary greatly day by day (about 1–2 ns) and present
some systematic variations. Therefore, the short-term ISB of each station can be modeled and
predicted.

(3) However, since the time-varying characteristic of ISB is closely related to the capability and
stability of the receiver hardware, it is difficult to find an effective method to accurately predict
the ISB of all stations. In the experiments, based on the proposed QM+ARIMA+SW method,
the prediction precision of ISB for the next day is about 0.1−0.6 ns for different stations.

(4) To effectively utilize the predicted ISB, this study proposes a new data processing strategy
for GPS/BDS-2/BDS-3 combined PPP. The predicted ISB is used by adding two virtual
observation equations, and an adaptive factor is introduced to balance the contribution of
the OISB and the PISB to the final estimations of ISB. In the open sky environment, the
QM+ARIMA+SW method achieves almost the same positioning precision of MGPPP as the
direct utilization of the PISB and the shortest convergence time in all schemes above.

(5) In the blocked sky environment, the proposed method achieves better performance than that in
the open sky environment. Also, the proposed method improves the positioning precision and
convergence time significantly. Therefore, the selective utilization of the PISB contributes to
better performance than the method that does not use PISB or use PISB directly. However, the
effectiveness of the proposed method should be further validated by more real GNSS kinematic
data (e.g., vehicle-borne, and airborne measurements) in some challenging environments.
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