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#### Abstract

The simplified neutrosophic number (SNN) can represent uncertain, imprecise, incomplete, and inconsistent information that exists in scientific, technological, and engineering fields. Hence, it is a useful tool for describing truth, falsity, and indeterminacy information in multiple attribute decision-making (MADM) problems. To suit decision makers' preference selection, the operational flexibility of aggregation operators shows its importance in dealing with the flexible decision-making problems in the SNN environment. To solve this problem, this paper develops the Aczel-Alsina aggregation operators of SNNs for MADM problems in view of the Aczel-Alsina operational flexibility. First, we define the Aczel-Alsina operations of SNNs. Then, the Aczel-Alsina aggregation operators of SNNs are presented based on the defined Aczel-Alsina operations of SNNs. Next, a MADM method is established using the proposed aggregation operators under the SNN environment. Lastly, an illustrative example about slope treatment scheme choices is provided to indicate the practicality and efficiency of the established method. By comparison with the existing relative MADM methods, the results show that the established MADM method can overcome the insufficiency of decision flexibility in the existing MADM methods and demonstrate the metric of flexible decision-making.
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## 1 Introduction

Multiple attribute decision-making (MADM) is a significant research topic in many fields, such as civil engineering [1], disaster assessment [2], and company investment management [3]. Decision information on complex decision-making problems is generally incomplete, indeterminate, and inconsistent [4]. Due to uncertainty, many challenges have emerged in the decision-making process. Fuzzy decision-making is an important approach in various fuzzy environments. Zadeh introduced fuzzy sets (FS) in 1965 to solve uncertainty problems [5]. Nevertheless, FS is characterized only by its membership function between 0 and 1 , rather than a non-membership function [6]. To overcome the weakness of knowledge of non-membership degrees, Atanassov [7] further introduced the intuitionistic fuzzy set (IFS), which is characterized by its membership and non-membership
functions. Although all these approaches are useful for describing incomplete information, they cannot handle indeterminate information and inconsistent information in engineering practice. Ashraf et al. [8] proposed the spherical fuzzy set (SFS) which is a generalization of Pythagorean fuzzy set and picture fuzzy set. SFS has proven to be a more effective tool for describing the ambiguities in data than IFS [9]. Smarandache [10] proposed the neutrosophic set (NS) from a philosophical point of view to express indeterminate and inconsistent information. NS contains the truth-membership function, the indeterminacy-membership function, and the falsity-membership function, which are independent of each other. To meet engineering applications, two subclasses of NSs, including singlevalued neutrosophic sets (SVNSs) and interval neutrosophic sets (INSs), were proposed [11,12]. Their truth, indeterminacy, and falsity membership functions are restricted within the real unit interval [ 0,1 ]. Garg [13] first developed some sine-trigonometric operations laws corresponding to SVNSs to solve the MADM problems. Then, Ashraf et al. [14] proposed some operational laws for SVNSs and developed the MADM method based on single-valued neutrosophic weighted averaging and geometric operators. Garai et al. [15] proposed the ranking approach using the ratio of possibility mean and standard deviation for solving the MADM problem under the SVNS environment. Liu et al. [16] presented an aggregation operator for SVNSs in view of Bonferroni mean, and developed a MADM method under the single-valued neutrosophic environments. Garg et al. [17] developed a method using Frank Choquet Heronian mean operator for handling MADM problems under the linguistic SVNS environment. Ashraf et al. [18] introduced two aggregation operators based on logarithmic operations and used them for decision-making problems under the SVNS environment. In addition, some similarity measures of SVNSs and INSs were presented and utilized in multi-criteria (group) decision making. For example, by the cosine measure between every alternative and the ideal alternative, Fan et al. [19] suggested a decision-making method based on refined-SVNSs and refinedINSs. Ye [3] introduced the concept of simplified neutrosophic sets (SNSs) containing SVNSs and INSs and proposed a MADM method under the SNS environment. To describe the behavior of the decisionmaker objectively and subjectively, Garg et al. [20] developed several probabilistic and immediate probability-based averaging and geometric aggregation operators for the collection of SVNSs and INSs. Peng et al. [21] provided a ranking approach based on the outranking relations of SNSs to solve MADM problems. Du et al. [22] suggested two subtraction operational aggregation operators for MADM problems. These important studies have great impacts on improving decision-making problems. However, because of the complexity of current decision-making problems, the MADM methods under the SNS environment need further study.

The aggregation of information is fundamental for obtaining the synthesis of the performance degree of criteria. Various aggregation operators of simplified neutrosophic numbers (SNNs) have been developed by far, such as simplified neutrosophic weighted aggregation operators [3,22,23], single-valued neutrosophic normalized weighted Bonferroni mean operators [24], generalized neutrosophic Hamacher aggregation operators [25]. Among these operators, the weighted arithmetic average operator and the weighted geometric average operator are the most common ones. Ye [3] developed a simplified neutrosophic weighted arithmetic average operator and a simplified neutrosophic weighted geometric average operator for SNNs. However, the sum of any element and the maximum value is not equal to the maximum value by this method. Then, Peng et al. [23] developed two SNN aggregation operators and the comparison method for multi-criteria group decision-making problems. Although these operators provide some inspirations for solving the MADM problems, the flexible decisionmaking corresponding to favorite priorities of alternatives were not considered comprehensively in the MADM process.

It is widely accepted that the $t$-norms and their associated $t$-conorms (e.g., Einstein $t$-norm and $t$ conorm, Hamacher t-norm and $t$-conorm) are crucial operations in fuzzy sets and other fuzzy systems [26]. Aczel et al. [27] presented new operations referred to as Aczel-Alsina t-norm and t-conorm operations, which have the advantage of changeability by adjusting a parameter. Therefore, we can extend the Aczel-Alsina t-norm and t-conorm operations to SNNs and introduce the Aczel-Alsina aggregation operators of SNNs to develop a MADM method that can reflect the flexibility in the decision-making process. This study aims to propose two new aggregation operators under the SNN environment and to develop a MADM approach using these operators for solving the favorite priority of alternatives in MADM problems. An illustrative example of slope treatment scheme selections is presented to investigate the impact of a changeable parameter on decision-making outcomes. The comparative results show the proposed method has its advantage in flexible decision-making corresponding to favorite priorities of alternatives.

This paper is formed by the following parts. The next section introduces the preliminaries of SNNs and two SNN weighted averaging operators. Section 3 proposes the Aczel-Alsina t-norm and t-conorm operations of SNNs. Section 4 develops the SNN Aczel-Alsina weighted averaging (SNNAAWA) and SNN Aczel-Alsina weighted geometric (SNNAAWG) operators and indicates their properties. A MADM approach is developed by the SNNAAWA and SNNAAWG operators in Section 5. In Section 6, an example and the relative comparative analysis are introduced to show the applicability and flexibility of the created MADM approach in the SNN environment. Finally, the conclusions are drawn in Section 7.

## 2 Preliminaries

Definition 1 [3]. Let $S$ be a space of points (objects), in which a generic element is denoted by $s$. A SNS $K$ in $S$ is characterized independently by a truth-membership function $T_{K}(s)$, an indeterminacymembership function $I_{K}(s)$, and a falsity-membership function $F_{K}(s)$, where $T_{K}(s), I_{K}(s), F_{K}(s) \in[0,1]$ for each $s$ in $S$. Then, a SNS (SVNS) $K$ is denoted by
$K=\left\{\left\langle s, T_{K}(s), I_{K}(s), F_{K}(s)\right\rangle \mid s \in S\right\}$
Thus, it is obvious that the sum of $T_{K}(s), I_{K}(s), F_{K}(s)$ satisfies the condition $0 \leq T_{K}(s)+I_{K}(s)+$ $F_{K}(s) \leq 3$.

Definition 2 [3]. For two SNNs $A=<T_{A}(s), I_{A}(s), F_{A}(s)>$ and $B=<T_{B}(s), I_{B}(s), F_{B}(s)>$, the relations of them are defined as follows:
(1) $A \subseteq B$ if and only if $T_{A}(s) \leq T_{B}(s), I_{A}(s) \geq I_{B}(s), F_{A}(s) \geq F_{B}(s)$ for any $s$ in $S$;
(2) $A=B$ if and only if $A \subseteq B$ and $B \subseteq A$;
(3) $A^{C}=\left\{<\mathrm{s}, F_{A}(s), 1-I_{A}(s), T_{A}(s)>\mid s \in S\right\}$.

Definition 3 [22]. The operations about any two SNNs $A$ and $B$ are introduced as follows:
(1) $\lambda \cdot A=<1-\left(1-T_{A}(s)\right)^{\lambda}, I_{A}(s)^{\lambda}, F_{A}(s)^{\lambda}>, \lambda>0$;
(2) $A^{\lambda}=<T_{A}(s)^{\lambda}, 1-\left(1-I_{A}(s)\right)^{\lambda}, 1-\left(1-F_{A}(s)\right)^{\lambda}>, \lambda>0$;
(3) $A \oplus B=<T_{A}(s)+T_{B}(s)-T_{A}(s) \cdot T_{B}(s), I_{A}(s) \cdot I_{B}(s), F_{A}(s) \cdot F_{B}(s)>$;
(4) $A \otimes B=<T_{A}(s) \cdot T_{B}(s), I_{A}(s)+I_{B}(s)-I_{A}(s) \cdot I_{B}(s), F_{A}(s)+F_{B}(s)-F_{A}(s) \cdot F_{B}(s)>$.

Definition 4 [22]. Let $A_{i}=<T_{A i}, I_{A i}, F_{A i}>$ be a collection of SNNs, where $i=1,2, \ldots, m$, and $m$ is the dimension. The simplified neutrosophic number weighted averaging operator (SNNWA) is defined as follows:
$\operatorname{SNNWA}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\sum_{i=1}^{m} w_{i} A_{i}$
where $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ is the weight vector of $A_{i}$, and $\sum_{i=1}^{m} w_{i}=1$ with $w_{i} \geq 0$.
Then, the aggregated result using the SNNWA operator is represented by
$\operatorname{SNNWA}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\left\langle 1-\prod_{i=1}^{m}\left(1-T_{A_{i}}\right)^{w_{i}}, \prod_{i=1}^{m} I_{A_{i}}^{w_{i}}, \prod_{i=1}^{m} F_{A_{i}}^{w_{i}}\right\rangle$
Definition 5 [22]. Let $A_{i}=<T_{A i}, I_{A i}, F_{A i}>$ be a collection of SNNs, where $i=1,2, \ldots, m$, and $m$ is the dimension. The simplified neutrosophic number weighted geometric operator (SNNWG) is defined as follows:
$\operatorname{SNNWG}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\prod_{i=1}^{m} A_{i}^{w_{i}}$
where $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ is the weight vector of $A_{i}$, and $\sum_{i=1}^{m} w_{i}=1$ with $w_{i} \geq 0$.
Then, the aggregated result using the SNNWG operator is represented by
$\operatorname{SNNWG}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\left\langle\prod_{i=1}^{m} T_{A_{i}}^{w_{i}}, 1-\prod_{i=1}^{m}\left(1-I_{A_{i}}\right)^{w_{i}}, 1-\prod_{i=1}^{m}\left(1-F_{A_{i}}\right)^{w_{i}}\right\rangle$
Definition 6 [22]. For a SNN $A$, the score function $\eta(A)$ and accuracy function $\delta(A)$ are given as follows:
(1) $\eta(A)=\left(T_{A}+1-I_{A}+1-F_{A}\right) / 3$;
(2) $\delta(A)=T_{A}-F_{A}$.

Definition 7. For two SNNs $A$ and $B$, we can sort them according to the following rules:
(1) if $\eta(A)>\eta(B)$, it indicates that the superiority of $A$ is over $B$;
(2) if $\eta(A)=\eta(B)$ and $\delta(A)>\delta(B)$, it indicates that the superiority of $A$ is over $B$;
(3) if $\eta(A)=\eta(B)$ and $\delta(A)=\delta(B)$, it indicates that the superiority $A$ and $B$ is the same.

## 3 Aczel-Alsina Weighted Aggregation Operators of SNNs

Aczél-Alsina $t$-norms and Aczél-Alsina $t$-conorms are two useful operations, which have obvious advantages of changeability with the activity of parameters [27].
(1) The category $\left(L_{A}^{\lambda}\right)_{\lambda \in[0, \infty]}$ of Aczél-Alsina $t$-norms is stated as follows:
$L_{A}^{\lambda}\left(n_{1}, n_{2}\right)=\left\{\begin{array}{l}L_{D}\left(n_{1}, n_{2}\right), \text { if } \lambda=0 \\ \min \left(n_{1}, n_{2}\right), \text { if } \lambda=\infty \\ e^{-\left(\left(-\ln n_{1}\right)^{\lambda}+\left(-\ln n_{2}\right)^{\lambda}\right)^{1 / \lambda}}, \text { otherwise }\end{array}\right.$
(2) The category $\left(S_{A}^{\lambda}\right)_{\lambda \in[0, \infty]}$ of Aczél-Alsina $t$-conorms is stated as follows:
$S_{A}^{\lambda}\left(n_{1}, n_{2}\right)=\left\{\begin{array}{l}S_{D}\left(n_{1}, n_{2}\right), \text { if } \lambda=0 \\ \max \left(n_{1}, n_{2}\right), \text { if } \lambda=\infty \\ 1-e^{-\left(\left(-\ln \left(1-n_{1}\right)\right)^{\lambda}+\left(-\ln \left(1-n_{2}\right)\right)^{\lambda}\right)^{1 / \lambda}}, \text { otherwise }\end{array}\right.$
where all $n_{1}, n_{2} \in[0,1] ; \lambda$ is positive constant; $T_{D}$ and $S_{D}$ are drastic $t$-norm and $t$-conorm, and they are stated by
$L_{D}\left(n_{1}, n_{2}\right)=\left\{\begin{array}{l}n_{1}, \text { if } n_{2}=1 \\ n_{2}, \text { if } n_{1}=1 \\ 0, \text { otherwise }\end{array}\right.$ and $S_{D}\left(n_{1}, n_{2}\right)=\left\{\begin{array}{l}n_{1}, \text { if } n_{2}=0 \\ n_{2}, \text { if } n_{1}=0 . \\ 0, \text { otherwise }\end{array}\right.$.
Definition 8. Let $A=<T_{A}(s), I_{A}(s), F_{A}(s)>$ and $B=<T_{B}(s), I_{B}(s), F_{B}(s)>$ be any two SNNs, $\lambda \geq 1$, and $w>0$. Aczel-Alsina operations are defined as follows:
(1) $w \cdot A=\left\langle 1-e^{-\left(w\left(-\ln \left(1-T_{A}(s)\right)^{\lambda}\right)^{1 / \lambda}\right.}, e^{-\left(w\left(-\ln \left(I_{A}(s)\right)^{\lambda}\right)^{1 / \lambda}\right.}, e^{-\left(w\left(-\ln \left(F_{A}(s)\right)^{\lambda}\right)^{1 / \lambda}\right.}\right\rangle$;
(2) $A^{w}=\left\langle e^{-\left(w\left(-\ln \left(T_{A}(s)\right)^{\lambda}\right)^{1 / \lambda}\right.}, 1-e^{-\left(w\left(-\ln \left(1-I_{A}(s)\right)^{\lambda}\right)^{1 / \lambda}\right.}, 1-e^{-\left(w\left(-\ln \left(1-F_{A}(s)\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$;
(3) $A \oplus B=\left\{\begin{array}{l}1-e^{-\left(\left(-\ln \left(1-T_{A}(s)\right)\right)^{\lambda}+\left(-\ln \left(1-T_{B}(s)\right)^{\lambda}\right)^{1 / \lambda}\right.} \\ e^{-\left(\left(-\ln \left(I_{A}(s)\right)^{\lambda}+\left(-\ln \left(I_{B}(s)\right)^{\lambda}\right)\right)^{1 / \lambda}\right.}, \\ e^{-\left(\left(-\ln \left(F_{A}(s)\right)\right)^{\lambda}+\left(-\ln \left(F_{\left.\left.\left.B^{(s)}\right)\right)^{\lambda}\right)^{1 / \lambda}}^{,}\right.\right.\right.}\end{array}\right\rangle ;$
(4) $A \otimes B=\left\{\begin{array}{l}e^{-\left(\left(-\ln \left(T_{A}(s)\right)\right)^{\lambda}+\left(-\ln \left(T_{B}(s)\right)\right)^{\lambda}\right)^{1 / \lambda}}, \\ 1-e^{-\left(\left(-\ln \left(1-I_{A}(s)\right)\right)^{\lambda}+\left(-\ln \left(1-I_{B}(s)\right)\right)^{\lambda}\right)^{1 / \lambda}} \\ 1-e^{-\left(\left(-\ln \left(1-F_{A^{(s)}}\right)\right)^{\lambda}+\left(-\ln \left(1-F_{\left.B^{(s)}\right)}\right)\right)^{\lambda}\right)^{1 / \lambda}},\end{array},\right.$.

Example 1. Let $A=<0.9,0.3,0.5>$ and $B=<0.6,0.2,0.2>$ be two SNNs, $\lambda=3$, and $w=0.9$. Then, based on the Aczel-Alsina operations defined in Definition 8, we get the following results:
(1) $\begin{aligned} 0.9 A & =\left\langle 1-e^{-\left(0.9\left(-\ln (1-0.9)^{3}\right)^{1 / 3}\right.}, e^{-\left(0.9(-\ln (0.3))^{3}\right)^{1 / 3}}, e^{-\left(0.9\left(-\ln (0.5)^{3}\right)^{1 / 3}\right.}\right\rangle ; \\ & =\langle 0.8917,0.3127,0.5121\rangle\end{aligned}$

$$
=\langle 0.8917,0.3127,0.5121\rangle
$$

(2) $A^{0.9}=\left\langle e^{-\left(0.9(-\ln (0.9))^{3}\right)^{1 / 3}}, 1-e^{-\left(0.9(-\ln (1-0.3))^{3}\right)^{1 / 3}}, 1-e^{-\left(0.9(-\ln (1-0.5))^{3}\right)^{1 / 3}}\right\rangle$;

$$
=\langle 0.9033,0.2913,0.4879\rangle
$$

(3) $A \oplus B=\left\langle\begin{array}{l}\left.1-e^{-\left((-\ln (1-0.9))^{3}+(-\ln (1-0.6))^{3}\right.}\right)^{1 / 3} \\ e^{-\left((-\ln (0.3))^{3}+(-\ln (0.2))^{3}\right)^{1 / 3}}, \\ e^{-\left((-\ln (0.5))^{3}+(-\ln (0.2))^{3}\right)^{1 / 3}}\end{array}\right\rangle ;$

$$
=\langle 0.9046,0.1639,0.1918\rangle
$$

(4) $A \otimes B=\left\{\begin{array}{l}\left.e^{-\left((-\ln (0.9))^{3}+(-\ln (0.6))^{3}\right.}\right)^{1 / 3}, \\ 1-e^{-\left((-\ln (1-0.3))^{3}+(-\ln (1-0.2))^{3}\right)^{1 / 3}}, \\ 1-e^{-\left((-\ln (1-0.5))^{3}+(-\ln (1-0.2))^{3}\right)^{1 / 3}}\end{array}\right\rangle$.

$$
=\langle 0.5991,0.3187,0.5038\rangle
$$

These operations for the collections of SNNs are based on the concept of Aczél-Alsina t-norms and Aczél-Alsina t-conorms. They are in preparation for developing the weighted averaging and geometric operators that will be discussed in the next section.

## 4 Two Aczel-Alsina Averaging Aggregation Operators of SNNs

To suit decision makers' preference selection, it is important to deal with the flexible decisionmaking problems in the SNN environment. To solve this problem, we developed two Aczel-Alsina averaging aggregation operators of SNNs in this section.

### 4.1 Aczel-Alsina Weighted Averaging Aggregation Operator

According to the operations in Definition 8, a SNNAAWA operator is proposed here.
Definition 9. Let $A_{i}=<T_{A i}, I_{A i}, F_{A i}>$ be a collection of SNNs, where $i=1,2, \ldots, m$, and $m$ is the dimension. Then, a SNNAAWA is defined as follows:
$\operatorname{SNNAAWA}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\underset{i=1}{\oplus} w_{i} A_{i}$
where $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ is the weight vector of $A_{i}$, and $\sum_{i=1}^{m} w_{i}=1$ with $w_{i} \geq 0$.
Theorem 1. Set $A_{i}=\left\langle T_{A i}, I_{A i}, F_{A i}\right\rangle(i=1,2, \ldots, m)$ as a collection of SNNs along with the corresponding weight vector $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ for $w_{i} \in[0,1]$ and $\sum_{i=1}^{m} w_{i}=1$. The result using the SNNAAWA operator is represented by
SNNAAWA $_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\underset{i=1}{\oplus_{i}} w_{i} A_{i}$
$=\left\langle 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$
Proof. The proof of Theorem 1 based on the mathematical induction technique is given as follows:
(a) Let $i=2$, then

SNNAAWA $_{w}\left(A_{1}, A_{2}\right)=w_{1} A_{1} \oplus w_{2} A_{2}$
$=\left\{\begin{array}{l}\begin{array}{l}1-e^{-\left(w_{1}\left(-\ln \left(1-T_{A_{1}}\right)\right)^{1}\right)^{1 / \lambda}} \\ e^{-\left(w_{1}\left(-\ln \left(I_{A_{1}}\right)\right)^{\lambda}\right)}{ }^{1 / \lambda}\end{array}, \\ e^{-\left(w_{1}\left(-\ln \left(F_{A_{1}}\right)\right)^{\lambda}\right)^{1 / \lambda}},\end{array}\right) \oplus\left(\begin{array}{l}1-e^{-\left(w_{2}\left(-\ln \left(1-T_{A_{2}}\right)\right)^{\lambda}\right)^{1 / \lambda}} \\ e^{-\left(w_{2}\left(-\ln \left(I_{A_{2}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, \\ e^{-\left(w_{2}\left(-\ln \left(F_{A_{2}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\end{array}\right\rangle$
$=\left\langle 1-e^{-\left(\sum_{i=1}^{2} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{\left(\sum_{i=1}^{2} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{2} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$.
(b) If Eq. (9) holds for $i=n$, then
$\operatorname{SNNAAWA}_{w}\left(A_{1}, A_{2}, \cdots, A_{n}\right)=w_{1} A_{1} \oplus w_{2} A_{2} \oplus \cdots \oplus w_{n} A_{n}$
$=\left\langle 1-e^{-\left(\sum_{i=1}^{n} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{n} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{n} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$.
(c) Set $i=n+1$. Based on Definition 8 and Eq. (8), we have
$\operatorname{SNNAAWA}_{w}\left(A_{1}, A_{2}, \cdots, A_{n}, A_{n+1}\right)=\left(w_{1} A_{1} \oplus w_{2} A_{2} \oplus \cdots \oplus w_{n} A_{n}\right) \oplus w_{n+1} A_{n+1}$
$=\left\langle\begin{array}{c}1-e^{-\left(\sum_{i=1}^{n} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}} \\ e^{-\left(\sum_{i=1}^{n} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}},\end{array}\right\rangle \oplus\left\langle\begin{array}{l}1-e^{-\left(w_{n+1}\left(-\ln \left(1-T_{A_{n+1}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, \\ e^{-\left(w_{n+1}\left(-\ln \left(I_{A_{n+1}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, \\ e^{-\left(\sum_{i=1}^{n} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\end{array}\right\rangle$
$=\left\langle 1-e^{-\left(\sum_{i=1}^{n+1} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{n+1} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{n+1} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$.
From the above (a), (b), and (c), we can see that Eq. (9) holds for any $i$.
When $\lambda=1$, there is
$\operatorname{SNNAAWA}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\left\langle 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)\right)}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)\right)}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)\right)}\right\rangle$ $=\left\langle 1-\prod_{i=1}^{m}\left(1-T_{A_{i}}\right)^{w_{i}}, \prod_{i=1}^{m} I_{A_{i}}^{w_{i}}, \prod_{i=1}^{m} F_{A_{i}}^{w_{i}}\right\rangle=\operatorname{SNNWA}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)$

It demonstrates that the SNNWA operator is a special case of the SNNAAWA operator. Compared to the proposed SNNAAWA operator, the SNNWA operator lacks flexibility. Thus, it indicates that the main advantage of the operational flexibility of the proposed operator.

Proposition 1. Let $A_{i}=<T_{A i}, I_{A i}, F_{A i}>(i=1,2, \ldots, m)$ be a group of SNNs. The SNNAAWA operator reflects the following properties from Eq. (6):
(1) Idempotency: If all $A_{i}(i=1,2, \ldots, m)$ are equal, i.e., $A_{i}=A$, then $\operatorname{SNNAAWA}\left(A_{1}, A_{2}, \ldots\right.$, $\left.A_{m}\right)=A$.
(2) Boundedness: If the maximum and minimum SNNs are given below:
$A_{\max }=\left\langle\max _{i} T_{A_{i}}, \min _{i} I_{A_{i}}, \min _{i} F_{A_{i}}\right\rangle$,
$A_{\text {min }}=\left\langle\min _{i} T_{A_{i}}, \max _{i} I_{A_{i}}, \max _{i} F_{A_{i}}\right\rangle$.
Thus, $A_{\min } \leq \operatorname{SNNAAWA}\left(A_{1}, A_{2}, \ldots, A_{\mathrm{m}}\right) \leq A_{\max }$ can hold.
(3) Monotonicity: Assume $A_{i}^{*}=\left\langle T_{A_{i}^{*}}, I_{A_{i}^{*}}, F_{A_{i}^{*}}\right\rangle(i=1,2, \ldots, m)$ and $A_{i} \leq A_{i}^{*}$. Then, there is $\operatorname{SNNAAWA}\left(A_{1}, A_{2}, \ldots, A_{m}\right) \leq \operatorname{SNNAAWA}\left(A_{1}^{*}, A_{2}^{*}, \ldots, A_{m}^{*}\right)$.

## Proof.

(a) Since $A_{i}=<T_{A i}, I_{A i}, F_{A i}>=<T_{A}, I_{A}, F_{A}>=A$, we get the following result by Eq. (9):
$\operatorname{SNNAAWA}\left(A_{1}, A_{2}, \ldots, A_{m}\right)=\underset{i=1}{\oplus} w_{i} A_{i}$
$=\left\langle 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$
$=\left\langle 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-T_{A}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(I_{A}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(F_{A}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$
$=\left\langle 1-e^{-\left(-\ln \left(1-T_{A}\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(-\ln \left(I_{A}\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(-\ln \left(F_{A}\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$
$=\left\langle 1-e^{\ln \left(1-T_{A}\right)}, e^{\ln \left(I_{A}\right)}, e^{\ln \left(F_{A}\right)}\right\rangle$
$=\left\langle T_{A}, I_{A}, F_{A}\right\rangle=A$.
(b) Since there are inequalities $\min _{m}\left(T_{A_{i}}\right) \leq T_{A} \leq \max _{m}\left(T_{A_{i}}\right), \min _{m}\left(I_{A_{i}}\right) \leq I_{A} \leq \max _{m}\left(I_{A_{i}}\right)$, $\min _{m}\left(F_{A_{i}}\right) \leq F_{A} \leq \max _{m}\left(F_{A_{i}}\right)$. Thus, we can give the following inequalities:
$1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-\min _{i}\left(T_{A_{i}}\right)\right)\right)^{\lambda}\right)^{1 / \lambda}} \leq 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-T_{A}\right)\right)^{\lambda}\right)^{1 / \lambda}} \leq 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-\max _{i}\left(T_{A_{i}}\right)\right)\right)^{\lambda}\right)^{1 / \lambda}} ;$
$e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(\max _{i}\left(I_{A_{i}}\right)\right)\right)^{\lambda}\right)^{1 / \lambda}} \leq e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(I_{A}\right)\right)^{\lambda}\right)^{1 / \lambda}} \leq e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(\min _{i}\left(I_{A_{i}}\right)\right)\right)^{\lambda}\right)^{1 / \lambda}} ;$
$e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(\max _{i}\left(F_{A_{i}}\right)\right)\right)^{\lambda}\right)^{1 / \lambda}} \leq e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(F_{A}\right)\right)^{\lambda}\right)^{1 / \lambda}} \leq e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(\min _{i}\left(F_{A_{i}}\right)\right)\right)^{\lambda}\right)^{1 / \lambda}}$.
According to the property Eq. (3) and the score function in Definition 6, we can obtain $A_{\min } \leq \oplus_{i=1}^{m} w_{i} A_{i} \leq A_{\text {max }}$, there is $A_{\text {min }} \leq \operatorname{SNNAAWA}\left(A_{1}, A_{2}, \ldots, A_{\mathrm{m}}\right) \leq A_{\text {max }}$.
(c) Due to $A_{i} \leq A_{i}^{*}(i=1,2, \ldots, m)$, there exists $\underset{i=1}{\oplus_{i=1}} w_{i} A_{i} \leq \oplus_{i=1}^{m} w_{i} A_{i}^{*}$. Thus, SNNAAWA $\left(A_{1}, A_{2}, \ldots\right.$, $\left.A_{m}\right) \leq \operatorname{SNNAAWA}\left(A_{1}^{*}, A_{2}^{*}, \ldots, A_{m}^{*}\right)$ is true.

### 4.2 Aczel-Alsina Weighted Geometric Aggregation Operator

According to the operations in Definition 8, a SNNAAWG operator is proposed here.
Definition 10. Let $A_{i}=<T_{A i}, I_{A i}, F_{A i}>$ be a collection of SNNs, where $i=1,2, \ldots, m$, and $m$ is the dimension. Then, a SNNAAWG is defined as follows:
$\operatorname{SNNAAWG}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\bigotimes_{i=1}^{m} A_{i}^{w_{i}}$
where $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ is the weight vector of $A_{i}$, and $\sum_{i=1}^{m} w_{i}=1$ with $w_{i} \geq 0$.
Theorem 2. Set $\left.A_{i}=<T_{A i}, I_{A i}, F_{A i}\right\rangle(i=1,2, \ldots, m)$ as a group of SNNs along with the corresponding weight vector $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ for $w \in[0,1]$ and $\sum_{i=1}^{m} w_{i}=1$. Then, the aggregated result using the SNNAAWG operator is
$\operatorname{SNNAAWG}\left(A_{1}, A_{2}, \cdots, A_{m}\right)={\underset{\underbrace{}}{i=1}}_{m}^{A_{i}} A_{i}^{w_{i}}$
$=\left\langle e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(T_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-I_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-F_{A_{i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$

When $\lambda=1$, we can get
$\operatorname{SNNAAWG}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\left\langle 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-T_{A_{i}}\right)\right)\right)}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(I_{A_{i}}\right)\right)\right)}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(F_{A_{i}}\right)\right)\right)}\right\rangle$
$\left\langle e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(T_{A_{i}}\right)\right)\right)}, 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-I_{A_{i}}\right)\right)\right)}, 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-F_{A_{i}}\right)\right)\right)}\right\rangle$
$=\left\langle\prod_{i=1}^{m} T_{A_{i}}^{w_{i}}, 1-\prod_{i=1}^{m}\left(1-I_{A_{i}}\right)^{w_{i}}, 1-\prod_{i=1}^{m}\left(1-F_{A_{i}}\right)^{w_{i}}\right\rangle=\operatorname{SNNWG}_{w}\left(A_{1}, A_{2}, \cdots, A_{m}\right)$
It demonstrates that the SNNWG operator is a special case of the SNNAAWG operator. Compared to the proposed SNNAAWG operator, the SNNWG operator lacks flexibility. Thus, it indicates that the main advantage of the operational flexibility of the proposed operator.

By the similar verification of Theorem 1, Theorem 2 can be easily proved, so it is omitted here.
Similarly, the SNNAAWG operator reflects the following properties from Eq. (11) too.
Proposition 2. Set $A_{i}=<T_{A i}, I_{A i}, F_{A i}>(i=1,2, \ldots, m)$ be a collection of SNNs. The SNNAAWG operator contains the following properties:
(1) Idempotency: If all $A_{i}(i=1,2, \ldots, m)$ are equal, i.e., $A_{i}=A$, then $\operatorname{SNNAAWG}\left(A_{1}, A_{2}, \ldots\right.$, $\left.A_{m}\right)=A$.
(2) Boundedness: If the maximum and minimum SNNs are given below:
$A_{\text {max }}=\left\langle\max _{i} T_{A_{i}}, \min _{i} I_{A_{i}}, \min _{i} F_{A_{i}}\right\rangle$,
$A_{\text {min }}=\left\langle\min _{i} T_{A_{i}}, \max _{i} I_{A_{i}}, \max _{i} F_{A_{i}}\right\rangle$.
Thus, $A_{\text {min }} \leq \operatorname{SNNAAWG}\left(A_{1}, A_{2}, \ldots, A_{\mathrm{m}}\right) \leq A_{\text {max }}$ can hold.
(3) Monotonicity: Assume $A_{i}^{*}=\left\langle T_{A_{i}^{*}}, I_{A_{i}^{*}}, F_{A_{i}^{*}}\right\rangle(i=1,2, \ldots, m)$ and $A_{i} \leq A_{i}^{*}$. Then, there is $\operatorname{SNNAAWG}\left(A_{1}, A_{2}, \ldots, A_{m}\right) \leq \operatorname{SNNAAWG}\left(A_{1}^{*}, A_{2}^{*}, \ldots, A_{m}^{*}\right)$.

Like the proof process of Proposition 1, Proposition 2 can be easily proved, so we do not repeat it here.

## 5 MADM Using the SNNAAWA and SNNAAWG Operators

In this section, the SNNAAWA and SNNAAWG operators are used to solve MADM problems with a favorite priority of alternatives under the SNN environment.

Assume that there is a set of $n$ alternatives $F=\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$, and satisfactorily assessed by a set of attributes $G=\left\{G_{1}, G_{2}, \ldots, G_{m}\right\}$. Then, the impotence of various attributes $G_{i}(i=1,2, \ldots, m)$ is specified by a weight vector $w=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ for $\sum_{i=1}^{m} w_{i}=1$ with $w_{i} \geq 0$.

Let $S_{j i}=<T_{S i j}, I_{S j}, F_{S j i}>$ for $T_{S i j}, I_{S j}, F_{S j i} \in[0,1]$ be the satisfactory assessment of each attribute for each alternative, where $T_{s j i}$ indicates the truth-membership function that the alternative $F_{j}(j=1,2, \ldots, n)$ satisfies $G_{i} . I_{S i j}$ and $F_{S j i}$ indicate the indeterminacy membership function and the falsity-membership function, respectively. According to all assessment values, we can yield the decision matrix of SNNs: $S=\left(S_{j i}\right)_{n \times m}$.

In this study, the SNNAAWA and SNNAAWG operators are applied to solve the MADM problem, and the procedure for determining the best alternative is provided as the following steps:

Step 1: Utilize the SNNAAWA or SNNAAWG operator to aggregate the SNNs by Eq. (9) or Eq. (11), we get the aggregated $\operatorname{SNN} K_{W j}(j=1,2, \ldots, n)$ as follows:
$K_{1 W_{j}}=\operatorname{SNNAAWA}_{w}\left(S_{j 1}, S_{j 2}, \cdots, S_{j m}\right)=\oplus_{i=1}^{m} w_{i} S_{j i}$
$=\left\langle 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-T_{S_{j}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, e^{-\left(\sum_{i=1}^{m}\left(w_{i}\left(-\ln \left(I S_{S_{j}}\right)\right)^{\lambda}\right)^{1 / \lambda}\right.}, e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(F_{S_{S i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$
or

$=\left\langle e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(T_{S_{j i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}, 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-I=1 S_{j i}\right)\right)^{\lambda}\right)^{1 / \lambda}}, 1-e^{-\left(\sum_{i=1}^{m} w_{i}\left(-\ln \left(1-F_{S_{j i}}\right)\right)^{\lambda}\right)^{1 / \lambda}}\right\rangle$
Step 2: According to the score function in Definition 6, the score values of $K_{W_{j}}$ are obtained.
Step 3: Based on the score values, all alternatives are ranked in a decreasing order, and then the best one is selected concerning the biggest score value.

Step 4: End.

## 6 Illustrative Example

An illustrative example of the slope treatment scheme selections is provided to outline the utilization of the proposed MADM method.

According to the construction arrangement of the town, some excavation works are planned to be carried out in front of a slope. However, the excavation works will significantly influence the stability of the slope and bring threatens to the construction of infrastructure facilities and people's life and property safety. In the preliminary design stage, six exports were invited to give treatment schemes for the slope, and a set of six different treatment schemes $F=\left\{F_{1}, F_{2}, F_{3}, F_{4}, F_{5}, F_{6}\right\}$ were tableted in Table 1. The assessment of these schemes needs to satisfy four attributes: the treatment cost $G_{1}$, the difficulty of construction $G_{2}$, the technical risk $G_{3}$, and the environmental impact $G_{4}$. The weight vector of the attributes is given by $w=(0.35,0.15,0.20,0.30)$.

Table 1: Six potential treatment schemes

| No. | Treatment schemes |
| :--- | :--- |
| Scheme $F_{1}$ | $F_{1}$ denotes the scheme which is by retaining walls, surface water treatments, and <br> mortar rubble masonry pavements. |
| Scheme $F_{2}$ | $F_{2}$ denotes the scheme which is by surface-drainage managements, grid beams, <br> and monitoring systems. |
| Scheme $F_{3}$ | $F_{3}$ denotes the scheme which is by monitoring systems, drainage interception <br> treatments, and anchor anti-slide piles. |
| Scheme $F_{4}$ | $F_{4}$ denotes the scheme which is by cantilever anti-slide piles, anchor anti-slide <br> piles, and slope protection managements. <br> $F_{5}$ denotes the scheme which is by retaining walls, cantilever anti-slide piles, <br> and drainage interception treatments. |

Table 1 (continued)
No. Treatment schemes
Scheme $F_{6} \quad F_{6}$ denotes the scheme which is by cantilever anti-slide piles, surface-drainage managements, and reduce-loading works.

The decision-maker needs to evaluate six potential schemes regarding the set of the attributes $\left\{G_{1}\right.$, $\left.G_{2}, G_{3}, G_{4}\right\}$ under the SNN environment. The evaluation results of different schemes were expressed as the following matrix of SNNs:
$S=\left[\begin{array}{l}\langle 0.8,0.2,0.1\rangle,\langle 0.7,0.2,0.1\rangle,\langle 0.8,0.3,0.1\rangle,\langle 0.8,0.2,0.2\rangle \\ \langle 0.7,0.2,0.2\rangle,\langle 0.8,0.2,0.1\rangle,\langle 0.8,0.1,0.2\rangle,\langle 0.8,0.2,0.1\rangle \\ \langle 0.6,0.2,0.2\rangle,\langle 0.8,0.2,0.2\rangle,\langle 0.8,0.2,0.3\rangle,\langle 0.8,0.2,0.1\rangle \\ \langle 0.7,0.3,0.3\rangle,\langle 0.8,0.2,0.2\rangle,\langle 0.7,0.1,0.3\rangle,\langle 0.7,0.2,0.2\rangle \\ \langle 0.7,0.3,0.1\rangle,\langle 0.7,0.3,0.1\rangle,\langle 0.7,0.2,0.3\rangle,\langle 0.7,0.1,0.2\rangle \\ \langle 0.7,0.2,0.1\rangle,\langle 0.7,0.2,0.1\rangle,\langle 0.7,0.2,0.2\rangle,\langle 0.7,0.2,0.3\rangle\end{array}\right]$
Step 1: Utilize the SNNAAWA or SNNAAWG operator to aggregate the SNNs for each scheme by Eq. (9) or Eq. (11). The aggregation results are calculated separately based on the SNNAAWA and SNNAAWG operators. Here, we take the positive constant $\lambda=1$ as an example to show the calculation process.

The aggregated value matrix $K_{W}$ can be obtained by the SNNAAWA operator:
$K_{W}=\left[\begin{array}{l}K_{W 1} \\ K_{W 2} \\ K_{W 3} \\ K_{W 4} \\ K_{W 5} \\ K_{W 6}\end{array}\right]=\left(\begin{array}{l}\langle 0.788,0.208,0.132\rangle \\ \langle 0.770,0.187,0.137\rangle \\ \langle 0.745,0.200,0.158\rangle \\ \langle 0.718,0.215,0.240\rangle \\ \langle 0.700,0.186,0.147\rangle \\ \langle 0.700,0.200,0.166\rangle\end{array}\right)$
Or the aggregated value matrix $K_{W}$ can be obtained by the SNNAAWG operator:
$K_{W}=\left[\begin{array}{l}K_{W 1} \\ K_{W 2} \\ K_{W 3} \\ K_{W 4} \\ K_{W 5} \\ K_{W 6}\end{array}\right]=\left(\begin{array}{l}\langle 0.784,0.211,0.141\rangle \\ \langle 0.764,0.191,0.147\rangle \\ \langle 0.723,0.200,0.173\rangle \\ \langle 0.714,0.228,0.247\rangle \\ \langle 0.700,0.216,0.163\rangle \\ \langle 0.700,0.200,0.196\rangle\end{array}\right)$
Step 2: Calculate the score function values.
According to the score function in Definition 6, the score values of $K_{W}$ can be obtained:
$\eta\left(K_{W}\right)=(0.816,0.815,0.796,0.754,0.789,0.778)$
or
$\eta\left(K_{W}\right)=(0.811,0.809,0.784,0.747,0.774,0.768)$

Step 3: All alternatives were ranked in a decreasing order as follows:
$F_{1}>F_{2}>F_{3}>F_{6}>F_{4}>F_{5}$
or $\quad F_{1}>F_{2}>F_{3}>F_{6}>F_{4}>F_{5}$
Thus, $F_{1}$ is the best alternative.
Step 4: Repeat the calculation process by changing the positive constant $\lambda$. Then, all decision results are tabulated in Tables 2 and 3.

Table 2: The decision results corresponding to the SNNAAWA operator

| $\lambda$ | $\eta\left(K_{W 1}\right), \eta\left(K_{W 2}\right), \eta\left(K_{W 3}\right), \eta\left(K_{W 4}\right), \eta\left(K_{W 5}\right), \eta\left(K_{W 6}\right)$ | Ranking | The best one |
| :--- | :--- | :--- | :--- |
| 1 | $0.816,0.815,0.796,0.754,0.789,0.778$ | $F_{1}>F_{2}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{1}$ |
| 2 | $0.818,0.819,0.801,0.758,0.796,0.782$ | $F_{2}>F_{1}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{2}$ |
| 3 | $0.820,0.822,0.806,0.763,0.801,0.785$ | $F_{2}>F_{1}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{2}$ |
| 4 | $0.821,0.824,0.809,0.767,0.806,0.788$ | $F_{2}>F_{1}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{2}$ |
| 5 | $0.822,0.827,0.813,0.771,0.810,0.790$ | $F_{2}>F_{1}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{2}$ |
| 10 | $0.827,0.840,0.822,0.790,0.821,0.794$ | $F_{2}>F_{1}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{2}$ |
| 15 | $0.829,0.848,0.825,0.803,0.825,0.796$ | $F_{2}>F_{1}>F_{3}>F_{5}>F_{4}>F_{6}$ | $F_{2}$ |
| 20 | $0.830,0.853,0.827,0.810,0.827,0.797$ | $F_{2}>F_{1}>F_{3}>F_{5}>F_{4}>F_{6}$ | $F_{2}$ |

Table 3: The decision results corresponding to the SNNAAWG operator

| $\lambda$ | $\eta\left(K_{W 1}\right), \eta\left(K_{W 2}\right), \eta\left(K_{W 3}\right), \eta\left(K_{W 4}\right), \eta\left(K_{W 5}\right), \eta\left(K_{W 6}\right)$ | Ranking | The best one |
| :--- | :--- | :--- | :--- |
| 1 | $0.811,0.809,0.784,0.747,0.774,0.768$ | $F_{1}>F_{2}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{1}$ |
| 2 | $0.806,0.803,0.773,0.741,0.762,0.760$ | $F_{1}>F_{2}>F_{3}>F_{6}>F_{4}>F_{5}$ | $F_{1}$ |
| 3 | $0.800,0.798,0.763,0.736,0.752,0.754$ | $F_{1}>F_{2}>F_{3}>F_{6}>F_{5}>F_{4}$ | $F_{1}$ |
| 4 | $0.795,0.794,0.755,0.731,0.745,0.750$ | $F_{1}>F_{2}>F_{3}>F_{6}>F_{5}>F_{4}$ | $F_{1}$ |
| 5 | $0.790,0.790,0.748,0.728,0.739,0.747$ | $F_{2}>F_{1}>F_{3}>F_{6}>F_{5}>F_{4}$ | $F_{2}$ |
| 10 | $0.770,0.780,0.728,0.716,0.723,0.741$ | $F_{2}>F_{1}>F_{4}>F_{6}>F_{5}>F_{3}$ | $F_{2}$ |
| 15 | $0.759,0.776,0.719,0.711,0.716,0.738$ | $F_{2}>F_{1}>F_{4}>F_{6}>F_{5}>F_{3}$ | $F_{2}$ |
| 20 | $0.753,0.774,0.715,0.708,0.712,0.737$ | $F_{2}>F_{1}>F_{4}>F_{6}>F_{5}>F_{3}$ | $F_{2}$ |

According to the results in Tables 2 and 3, the ranking orders in this MADM example are influenced by different aggregation operators and the values of the positive constant $\lambda$. The ranking orders by the SNNAAWA operator show that the best alternative is $F_{1}$ for $\lambda=1$ or $F_{2}$ for $\lambda>1$. The ranking orders by the SNNAAWG operator show that the best alternative is $F_{1}$ for $\lambda=1,2,3,4$ or $F_{2}$ for $\lambda=5,10,15,20$. Thus, it is obvious that the positive constant $\lambda$ can affect the priority of all alternatives, which can satisfy the decision-maker's preferences. Furthermore, the ranking order of the alternatives by the SNNAAWA operator is the same as the ranking result by the SNNAAWG operator for $\lambda=1$, but the ranking orders of the alternatives by the SNNAAWA and SNNAAWG operators are slightly different from each other when $\lambda$ is greater. Thus, the created new MADM method reflects the flexibility in the decision-making process. From the perspective of flexibility, the SNNAAWG operator has a greater impact on the ranking of alternatives than the SNNAAWA operator. However,
to determine the actual aggregation values of the alternatives, various aggregation operators and the positive constant $\lambda$ could be selected based on the preference of decision makers and the application situations. As motioned in Section 4, the SNNWA and SNNWG operators are the special cases of the SNNAAWA and SNNAAWG operators, respectively. Thus, the results of existing MADM approach using the SNNWA and SNNWG operators are equal to the decision results using the SNNAAWA and SNNAAWG operators for $\lambda=1$. Then, the existing MADM approach using the SNNWA and SNNWG operators lacks the decision flexibility when compared to the proposed MADM method using the SNNAAWA and SNNAAWG operators.

Furthermore, a comparison is made between the proposed MADM method and the existing relative MADM methods using the single-valued neutrosophic sine trigonometric aggregation operators. Garg [13] first introduced the sine-trigonometric operations laws corresponding to SVNSs to solve the MADM problems. Two single-valued neutrosophic weighted operators are proposed based on the defined sine trigonometric operations of SVNNs.

The sine trigonometric weighted averaging aggregation operator is defined as follows [13]:
$L_{1 W}=\operatorname{ST}-\operatorname{SVNWA}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\left(\begin{array}{l}\left.1-\prod_{i=1}^{m}\left(1-\sin \left(\frac{\pi}{2} T_{A i}\right)\right)\right)^{w_{i}} \\ \prod_{i=1}^{m}\left(1-\sin \left(\frac{\pi}{2} 1-I_{A A}\right)\right)^{w_{i}} \\ \prod_{i=1}^{m}\left(1-\sin \left(\frac{\pi}{2} 1-F_{A i}\right)\right)^{w_{i}}\end{array}\right)$
The sine trigonometric weighted geometric aggregation operator is defined as follows [13]:
$L_{2 W}=\operatorname{ST}-\operatorname{SVNWG}\left(A_{1}, A_{2}, \cdots, A_{m}\right)=\left(\begin{array}{l}\prod_{i=1}^{m}\left(\sin \left(\frac{\pi}{2} T_{A i}\right)\right)^{w_{i}} \\ 1-\prod_{i=1}^{m}\left(\sin \left(\frac{\pi}{2} 1-I_{A i}\right)\right)^{w_{i}} \\ 1-\prod_{i=1}^{m}\left(\sin \left(\frac{\pi}{2} 1-F_{A i}\right)\right)^{w_{i}}\end{array}\right)$
Furthermore, in their study, the score function $\eta *\left(L_{k W}\right)$ and accuracy function $\delta *\left(L_{k W}\right)(k=1,2)$ are given as follows [13]:
(1) $\eta *\left(L_{k W}\right)=T_{A}-I_{A}-F_{A}$;
(2) $\delta *\left(L_{k W}\right)=T_{A}+I_{A}+F_{A}$.

The aggregated value matrix can be obtained by the ST-SVNWA operator of Eq. (12):
$L_{1 W}=\left[\begin{array}{l}L_{1 W 1} \\ L_{1 W 2} \\ L_{1 W 3} \\ L_{1 W 4} \\ L_{1 W 5} \\ L_{1 W 6}\end{array}\right]=\left(\begin{array}{l}\langle 0.9448,0.0234,0.0076\rangle \\ \langle 0.9352,0.0151,0.0107\rangle \\ \langle 0.9212,0.0199,0.0155\rangle \\ \langle 0.9033,0.0200,0.0336\rangle \\ \langle 0.8910,0.0197,0.0117\rangle \\ \langle 0.8910,0.0199,0.0127\rangle\end{array}\right)$
The aggregated value matrix can be obtained by the ST-SVNWG operator of Eq. (13):
$L_{2 W}=\left[\begin{array}{l}L_{2 W 1} \\ L_{2 W 2} \\ L_{2 W 3} \\ L_{2 W 4} \\ L_{2 W 5} \\ L_{2 W 6}\end{array}\right]=\left(\begin{array}{l}\langle 0.9418,0.0249,0.0095\rangle \\ \langle 0.9296,0.0170,0.0132\rangle \\ \langle 0.8987,0.0199,0.0205\rangle \\ \langle 0.8998,0.0257,0.0336\rangle \\ \langle 0.8910,0.0280,0.0175\rangle \\ \langle 0.8910,0.0199,0.0200\rangle\end{array}\right)$
The score values of $\eta *\left(L_{1 W}\right)$ can be obtained below:
$\eta\left(L_{1 W}\right)=(0.9138,0.9094,0.8858,0.8522,0.8596,0.8584)$.

Then, we have all alternatives ranked in a decreasing order as follows:
$F_{1}>F_{2}>F_{3}>F_{5}>F_{6}>F_{4}$
The score values of $\eta *\left(L_{2 W}\right)$ can be obtained below:
$\eta\left(L_{2 W}\right)=(0.9074,0.8994,0.8583,0.8404,0.8455,0.8510)$.
All alternatives are ranked in a decreasing order as follows:
$F_{1}>F_{2}>F_{3}>F_{6}>F_{5}>F_{4}$
The results show that $F_{1}$ is the best alternative using the MADM method based on the ST-SVNWA and ST-SVNWG operators. It is consistent with the ranking orders by the SNNAAWA operator for $\lambda=1$ or the SNNAAWG operator for $\lambda=1,2,3,4$. Thus, the existing MADM approaches using the ST-SVNWA and ST-SVNWG operators lack their decision flexibilities when compared to the proposed MADM method by the SNNAAWA and SNNAAWG operators. The preference value is not considered in the existing MADM approaches, while the new MADM method using the SNNAAWA and SNNAAWG operators can indicate the main advantage of flexible decision-making in actual applications by changing the positive constant $\lambda$. Therefore, the new MADM method considering decision makers' preferences is more suitable for real applications and requirements.

To solve the MADM problems under the linguistic SVNS environment, Garg et al. [17] developed a MADM method using Frank Choquet Heronian mean operator. In this study, the SNNAAWA and SNNAAWG operators were proposed under the SNN environment. Compared to the proposed MADM method, the MADM method using Frank Choquet Heronian mean operator can solve decision-making problems which contains the linguistic single-valued neutrosophic numbers. Then, our method can handle decision-making problems with SNNs. In view of the the calculational complexity of aggregation algorithms, however, the SNNAAWA and SNNAAWG operators are relatively simpler than the Frank Choquet Heronian mean operator of linguistic SVNSs [17]. In addition, Garg et al. [20] developed several probabilistic and immediate probability-based averaging and geometric aggregation operators for the collection of SVNSs and INSs. In their research, the concept of probabilistic information was taken to describe the behavior of the decision-maker objectively (in terms of probability) and subjectively (in terms of weights). However, our MADM method does not considered the probabilistic information so as to avoid the probabilistic values yielded from a lot of data.

## 7 Conclusion

The aggregation of information plays an important role in decision-making problems. SNN is useful for describing truth, falsity, and indeterminacy information in MADM problems. However, the traditional MADM methods based on existing aggregation operators of SNNs cannot consider the flexible decision-making corresponding to the favorite priorities of alternatives. To suit decision makers' preference selection, it is required to develop a MADM method that can reflect the flexibility in the decision-making process. For this circumstance, this paper developed the AczelAlsina aggregation operators of SNNs for MADM problems in view of the Aczel-Alsina operational flexibility. The SNNAAWA and SNNAAWG operators and their properties were presented according to the Aczel-Alsina operations of SNNs. Then, a new MADM method was established based on the SNNAAWA and SNNAAWG operators under the SNN environment. Finally, a selection problem of slope treatment schemes was utilized to illustrate its application. Based on the comparison with the existing relative MADM methods, the results show that the established MADM method can overcome
the insufficiency of decision flexibility in the existing MADM methods. Since logarithmic functions are used in the SNNAAWA and SNNAAWG operators, the power cannot be zero, which shows their limitation. Thus, the proposed operators are necessary complements to existing aggregation operators of SNNs, and the suggested MADM method provides a new way for decision-making problems under the SNN environment.

In the future study, the suggested method in this paper will be applied to other uncertain fields, such as interval-valued neutrosophic numbers, the linguistic SVNS. Besides, this method can be applied to other domains, such as intelligent manufacturing, machine learning, and data mining.
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