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Abstract: Heart rate is an important data reflecting human vital characteristics 
and an important reference index to describe human physical and mental state. 
Currently, widely used heart rate measurement devices require direct contact 
with a person’s skin, which is not suitable for people with burns, delicate skin, 
newborns and the elderly. Therefore, the research of non-contact heart rate 
measurement method is of great significance. Based on the basic principle of 
Photoplethysmography, we use the camera of computer equipment to capture the 
face image, detect the face region accurately, and detect multiple faces in the 
image based on multi-target tracking algorithm. Then the region segmentation of 
the face image is carried out to further realize the signal acquisition of the region 
of interest. Finally, peak detection, Fourier analysis and wavelet analysis were 
used to detect the frequency of PPG and ECG signals. The experimental results 
show that the heart rate information can be quickly and accurately detected even 
in the case of monitoring multiple face targets.  

Keywords: Face recognition; heart rate detection; PPG signal 

1 Introduction 
Contact heart rate tools, which require direct contact with the skin of the person being measured, are 

expensive, inefficient and unsuitable for certain situations, such as monitoring the heart rate of skin burn 
patients and infants in neonatal intensive care [1], and may increase the risk of COVID-19 transmission. 
Therefore, the research of noncontact heart rate measurement method is of great significance. 

Heart rate detection generally has two schemes, one by obtaining the body surface bioelectric 
measurement, biological potential changes are collected to form ECG signal map; second, 
photoplethysmography [2] technology uses a conventional camera to collect human face images and 
measure the tiny periodic color changes of facial skin caused by heart rate activities to obtain the basic 
physiological parameters of human body [3], it is more convenient and comfortable than the traditional 
contact heart rate measurement technology. 

When the light irradiates the skin, it will be reflected and transmitted, and the hemoglobin 
concentration in the blood changes with the pulse. At this time, the changes of blood component 
concentration corresponding to the changes of light absorption amount are collected to form 
photoplethysmography (PPG) signal. To put it simply, the essence of measuring heart rate with optics and 
optical sensors is the conversion between photoelectric signals [4]. Fig. 1 illustrates the mechanism of this 
signal conversion. 
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Figure 1: Photoelectric volume pulse wave measurement of heart rate principle 

In standard PPG, the light source and photodetector are in direct contact with the skin, and most of 
the light that reaches the blood vessels is returned to the detector. In imaging PPG, the camera is a spatial 
sensor that records signals from a distance and uses ambient light. 

In this paper, we detect heart rate through facial video. Next, this paper will introduce the test stages 
of the following three experiments: target detection task, image segmentation task and the acquisition and 
analysis of heart rate signal. The aim of the experiment is to detect the heart rate information of the 
subjects quickly and accurately under the condition of monitoring multiple face targets simultaneously.  

2 Experiments 
2.1 TensorFlow Provides Retinaface Face Detection Platform 

Target detection is an important problem in image processing. In addition to object classification, the 
detection task also needs to find out the position and category of objects in the input image. Face 
detection also belongs to target detection, here we only need to detect the target position. 

In this paper, we build a Retinaface face detection platform based on TensorFlow. Retinaface [5] is a 
robust single stage face detector that takes advantage of combined extra supervision and self-supervised 
multitasking learning to locate faces at the pixel level at different scales. Specifically, the Retinaface face 
detector contributes in the following five areas:  

 Five human FACE landmarks were manually marked in the WILDER FACE dataset, and with 
the help of this additional monitoring signal, significant improvement was observed in hard 
FACE detection. 

 The branch of self-supervised mesh decoder is further added to predict pixel-level 3D shape face 
information in parallel with the existing supervised branch. 

 On the WILDER FACE Hard test set, the average RetinaFace accuracy (AP) was 1.1% higher 
than the most advanced average accuracy (AP = 91.4%). 

 In iJB-C test set, RetinaFace enables the existing method (ArcFace) to improve face validation 
results FAR = 1E-6, TAR = 89.59%). 

 Lightweight backbone network with RetinaFace can run VGA resolution images in real time on 
a single CPU core. 

In the actual training here, Retinaface uses two types of networks as the backbone feature extraction 
network during actual training. They are MobilenetV1-0.25 and Resnet. High accuracy can be achieved 
with Resnet, and real-time detection on the CPU can be achieved with MobilenetVl-0. 25.  

MobileNet [6] model is a lightweight deep neural network. The core idea of MobileNet model is 
deeply separable convolution. Deep separable convolution divides the complex general convolution 
process into two steps, deep convolution and point convolution, which greatly reduces the number of 
parameters of the model, reduces the difficulty of training, and thus improves the calculation speed. Figs. 
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2(a) and 2(b) below introduces the structure of MobileNet. 

                      
(a)                                                                                           (b) 

Figure 2: (a): MobilenetV1-1 structure; (b): Mobilenetv1-0.25 structure 

In Fig. 2(a), Conv DW is hierarchical convolution, followed by a 1 × 1 convolution for channel 
processing. MobilenetVl-0. 25 built in our code is a network with the number of mobilenetV1.1 channels 
compressed to l/4 of the original, as shown in Fig. 2(b). 

Retinaface uses the FPN [7] structure to build up the valid feature layers of the last three Mobilenet 
shapes. The construction method is very simple. Firstly, 1 × 1 convolution is used to adjust the number of 
channels for the three effective feature layers. After adjustment, Upsample and Add were used for feature 
fusion of upsampling.  

Through this part of the operation, we get P3, P4, P5 three effective feature layers. Retinaface to 
further enhance feature extraction, the SSH [8] module is used to enhance the receptive field. The idea of 
SSH is very simple. Three parallel structures are used to replace the effect of 5 × 5 and 7 × 7 convolution 
by stacking 3 × 3 convolution: the one on the left is 3 × 3 convolution, two 3 × 3 convolution is used to 
replace 5 × 5 convolution, and three 3 × 3 convolution is used to replace 7 × 7 convolution on the right. 

As shown in Fig. 3, through feature enhancement extraction, three effective feature layers, SSH1, 
SSH2 and SHH3, have been obtained. After obtaining these three effective feature layers, we need to 
obtain the prediction results through these three effective feature layers. Then, the prediction results of 
Retinaface are divided into three categories, the regression prediction results of box and the regression 
prediction results of face key points.  

 Classification prediction results are used to judge whether the prior box contains objects. 
 The regression prediction result of the box is used to adjust the prior box to obtain the predietion 

box. 
 Regression prediction results of face key points are used to adjust the prior box to obtain face 

key points, each face key point needs two adjustment parameters, a total of five face key points. 
After the adjustment and judgment, non-maximum suppression is also needed. The function of non-

maximum suppression is to screen out the box with the largest score of the same category in a certain area. 
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Then the prediction results are decoded, the prediction results of Retinaface are used to judge 
whether the prior frame contains human faces, and the prediction frame and human face key points are 
obtained by adjusting the prior frame containing human faces. 

We calculate loss bv using the prediction results of processed real frames and corresponding pictures. 
 Box Smooth Loss: regression Loss to obtain the predicted results of all positive labeled boxes. 
 MultiBox Loss: cross entropy Loss for obtaining all kinds of prediction results. 
 Lamdmark Smooth Loss: regression Loss of prediction results of all positive labeled key points. 
When calculating losses, it should be noted that Box Smooth Loss calculates all the prior frames that 

are identified as containing faces internally, while Lamdmark Smooth Loss calculates all the prior frames 
that are identified as containing faces internally and containing key points of faces (In the annotation of 
some face frame because of the Angle and clarity of the problem is no key face). 

 
Figure 3:  FPN feature pyramid feature fusion and SSH enhance feature extraction process 

Through the above steps, we can obtain the position of prediction boxes on the original picture, and 
these prediction boxes are filtered. These filtered boxes can be drawn directly on the image to obtain the 
results, see Fig. 4 below. 

 
Figure 4: Target recognition task results 

2.2 PyTorch Builds an Unet Semantic Segmentation Face Parsing Platform 
Next, we will perform region segmentation on the recognized faces, also known as face analysis, in 

order to find ROI and extract PPG signals of more representative ROI. 
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lmage segmentation needs to classify different pixels in the image. Compared with object 
detection, image segmentation is more detailed and difficult. In semantic segmentation, each pixel has 
its own label attribute. 

Unet [9] is an excellent semantic segmentation model, and its main execution process is similar to 
other semantic segmentation models. Unet can be divided into three parts: main feature extraction, 
enhanced feature extraction and prediction. Fig. 5 shows the Structure of Unet network. 

 
Figure 5: Unet network structure 

The first part is the trunk feature extract ion part, which uses the trunk part to obtain multiple 
different feature layers. The trunk feature extraction part of Unet is similar to VGG, which is a stack of 
convolution and maximum pooling. Five initial effective feature layers can be obtained by using the main 
feature extraction part, and the subsequent use of these five effective feature layers can carry out feature 
fusion. The second part is to strengthen the feature extract ion part, using the five initial effective feature 
layers obtained from the main part to carry out up-sampling, feature fusion, and obtain a final effective 
feature layer that integrates all the features of different levels. The third part is the prediction part. The 
prediction part will classify each feature point by using the finally obtained effective feature layer that 
integrates different levels, which is equivalent to classifying every pixel point. 

The trunk feature extraction part of Unet is composed of convolution layer and maximum pooling 
layer, and the overall structure is similar to VGG [10]. The trunk feature extraction network adopted in 
this paper is VGG16, and only two types of layers are used, namely, convolution layer and maximum 
pooling layer. The enhanced feature extraction network used by Unet is in the shape of “U”. Five initial 
effective feature layers can be obtained by using the backbone feature extraction network. In the enhanced 
feature extraction network, these five initial effective feature layers are used for feature fusion. The 
method of feature fusion is to up-sample and stack the feature layers. 

The backbone feature extraction network completes the construction of five preliminary effective 
feature layers, strengthens the fusion and strengthening of the feature extraction network to five 
preliminary effective feature layers, and obtains an effective feature layer integrating multiple feature 
layers. We will use this final effective feature layer for prediction. 

Helen’s face segmentation dataset used in this paper includes 2330 face images, and each face image 
contains masks of 11 parts. Generally, face segmentation only needs masks of face and facial features. 
The mask contains nine parts of the face region division plus hair and background image. Using the 
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regional information provided by the mask file, the segmentation region of the face can be filled with 
different colors, so as to generate the corresponding segmentation map of the face region of each original 
image, as shown in Fig. 6. 

 
Figure 6: Above is an example of the original picture and mask below is a sample of the generated face 
segmentation 

Since the cheeks and forehead on both sides are less affected by rigid movement, while the eyes, 
mouth, nose and other parts are more affected by rigid activities such as speaking, breathing and blinking, 
the interesting parts selected in this paper are cheeks and forehead on both sides. After the heart rate 
sensor obtains the independent signal intensity of the cheek and forehead, it averages the obtained signal 
to obtain the final effective heart rate PPG signal, and then converts it with the common ECG signal. The 
process enters into the next part of this paper, the analysis of heart rate signal. 

2.3 Acquisition and Analysis of Heart Rate Signal 
The conversion between ECG signals and PPG signals is related in nature, and the left ventricular 

cardiac activity affects blood volume changes, which in turn are controlled by electrical signals from the 
sinoatrial node (SA). The PPG waveform sequence, amplitude and shape, contains heart and related 
information that is used to measure heart rate, heart rate variability, respiration rate, oxygen saturation, 
blood pressure, and to assess vascular function [11].  

Exists in the acquisition of heart rate signal baseline drift, power frequency interference, etc., so to 
be from heart rate signal to derive the heart rate value, must get the heart rate signal processing, get a 
satisfactory heart rate signal, not only is helpful to calculate the heart rate value, also benefit from the 
changes of heart rate signal, judge the heart rate gatherers of physical health. 

So let us take a look at how we can analyze heart rate signals to get heart rate. Due to the 
particularity of R wave in the heart rate signal graph, the peak detection method is used to find the peak 
value of R signal segment. Peak detection does not provide a detailed and complete waveform display, 
but captures signal key points with the highest sampling rate and only records the maximum peak value 
within each sampling interval. The following is the process of heart rate estimation [12].  

As shown in Fig. 7, first, we load heart rate data and plot a heart rate signal, which is measured by 
electrodes attached to the skin and is sensitive to disturbances such as power sources and noise caused by 
exercise. The signal above shows a baseline offset and therefore does not represent true amplitude 
[13]. We can use “Delete Trend” to adjust the baseline movement to polynomial and remove it. Then find 
the maximum value of the R wave, which in the ECG is the large upward deflection signal indicating the 
expansion of the ventricular main block. R wave can be detected at the threshold peak above 0.5 mV. 



            
JIHPP, 2021, vol.3, no.3                                                                                                                                             127 

               
Figure 7: The process of drawing heart rate signal, deleting trend of heart rate signal and searching peak of 
R wave of heart rate signal 

Knowing the time (measured in milliseconds) between peak ECG signal s allows you to calculate the 
heart rate. The difference method is adopted in this paper. To be specific, the time difference between two 
peak values is calculated, namely the period of this period. Similarly, every two R wave peaks of this period 
of heart rate signal have corresponding time difference, so the frequency of the corresponding period, 
namely the heart rate, can be calculated. If the average heart rate during this period is required, the average 
difference frequency can be calculated, and the heart rate signal = 60 * (1000/peak time difference). 

The purpose of preprocessing ECG and PPG signals is to obtain time-aligned and normalized signal 
pairs so that the critical time characteristics of both waveforms are synchronized. The steps of pre-
processing are as follows, including data alignment, signal de-trending, period segmentation, time scaling, 
normalization, and a series of parameters related to heart health can be calculated based on the 
intermediate information of the processing process. Peaks and troughs can be detected on the heart rate 
signal, such as Reflection Index = B/A * 100. Where B is the difference between the wave peak and the 
wave trough Y-axis, and A is the peak value of PPG signal on the Y-axis. For example, stiffness index = 
H/PTT, where H is the distance from the finger tip to the heart, and PTT is the pulse transmission time 
obtained above. As for the images below, visualization allows us to drill down into the level of detail and 
improve efficiency. 

Fig. 8 and Fig. 9 visually show the PPG signal alignment and peak seeking process, as well as the 
test results. 

With regard to filtering, any sequential signal measured continuously can be represented as an 
infinite superposition of sinusoidal signals of different frequencies. After the decomposition of the time-
domain signal by Fourier transform, it becomes the superposition of different sinusoidal signals, and then 
we analyze the frequency of these sinusoidal, we can transform a signal into the frequency domain. By 
transforming from time domain to frequency domain, we can also analyze the amplitude, power, energy 
and phase relations of various frequency components contained in the signal, which is to analyze the 
spectral characteristics of the signal. 
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Figure 8: Parallel processing of PPG signal and ECG signal. On the left is the PPG signal aligned with the 
ECG signal, and on the right is the PPG signal peaking with the ECG signal 

 
Figure 9: The figure above shows HRV index, PRV index and PTT index, respectively 

A band-pass filter is used here. The band-pass frequency range is 80–120 Hz, and the corresponding 
heart rate range also belongs to this range. The passband is shown in Fig. 10. 
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Figure 10: Bandpass filter processing signal 

Time series signals such as heart rate can also be processed by using wavelet analysis, which will not 
be described in this paper. 

3 Conclusions 
The results showed that heart rate information could be detected even when multiple faces were 

being monitored. However, according to the author’s own experiments and replication, the actual 
measurement effect is still far from ideal, and there is still a lot of research space. 

RPPG heart rate detection based on video analysis has been attracting the attention of researchers 
since it was proposed. After 10 years of research, the development of research objects has changed from 
static to motion, and the environment has gradually changed from a single light source to a light source. 
The application of RPPG scenes has gradually approached the real scenes, which has a wide application 
prospect. This is a promising research direction.  
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