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ABSTRACT

Recently, simultaneous localization and mapping (SLAM) has received considerable attention in augmented reality
(AR) libraries and applications. Although the assumption of scene rigidity is common in most visual SLAMs, this
assumption limits the possibilities of AR applications in various real-world environments. In this paper, we propose
anew tracking system that integrates SLAM with a marker detection module for real-time AR applications in static
and dynamic environments. Because the proposed system assumes that the marker is movable, SLAM performs
tracking and mapping of the static scene except for the marker, and the marker detector estimates the 3-dimensional
pose of the marker attached to the dynamic object. We can place SLAM maps, cameras, and dynamic objects
(markers) on the same coordinate system, and we can also accurately augment AR resources in real-time on both
the static scene and dynamic objects simultaneously. Additionally, having a static map of the scene in advance has
the advantage of being able to perform tracking of static and dynamic environments with mapping disabled. In this
paper, we evaluate whether the proposed tracking system is suitable for AR applications and describe a strategy for
creating AR applications in static and dynamic environments with a demonstration.
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1 Introduction

Augmented reality (AR) is a technology that overlays a virtual object on a real scene to
allow viewers to interact with the surrounding environment in real-time; it is used in various
fields, including education and entertainment. Tracking is an important process and a popular
research topic in AR to understand the relationship between the surrounding environment and the
user (camera) perspective. Among the types of tracking, simultaneous localization, and mapping
(SLAM) creates a map of the surrounding environment while navigating within it. Most visual
SLAMs consist of two basic processes: tracking and mapping. In the field of AR, visual SLAM
has the following advantages. First, although square marker-based tracking [!] is performed only
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in a limited area, SLAM-based tracking enables accurate pose estimation and map generation
in complex and large-scale environments. Second, by referring to the SLAM-based map, camera
localization can be performed [2] in the surrounding environment so that the virtual object is
precisely registered in advance using the map [3,4], or it can allow user interaction for AR
applications [5].

Oriented features from accelerated segment test (FAST) and rotated binary robust independent
elementary features (BRIEF) (ORB)-SLAM?2 [6,7] and visual-inertial SLAM (VINS) [&], which are
representative visual SLAM algorithms, operate in real-time and are suitable for AR applications.
However, in most SLAM systems [3,6-8], it is common to assume that the environment is sta-
tionary and ignore the moving object as an outlier. Therefore, if there are many moving objects
in the camera view, tracking of the static scene fails, and it is difficult to create an accurate map.

Generally, the problem of visual SLAM that considers static and dynamic environments
simultaneously consists of two parts: a technique for creating a map of the static environment
while removing the dynamic elements as outliers, and another to simultaneously track static and
dynamic environments [9]. Researches [10,11] has been proposed to track static scenes and moving
objects by adding an instance-level object detection module to the visual SLAM module, but
SLAM-based AR applications in dynamic environments remain challenging.

Hence, to create SLAM-based AR applications that consider both static and dynamic envi-
ronments simultaneously, the following issues should be considered:

- Accurately track the static environment and multiple moving objects at the same time;
- Each dynamic component must be classified; and

- Real-time SLAM-based AR applications should be configured with a lightweight tracking
algorithm and should work on mobile devices.

To resolve the above-mentioned issues, we propose a strategy for creating AR applications
using SLAM and marker detector-based tracking in static and dynamic environments. Compared
with existing studies [10,11] that combine deep-learning-based detection algorithms with SLAM
(or visual odometry), our system can accurately augment virtual objects by tracking the reference
position of dynamic environments. It also provides real-time AR applications using a lightweight
tracking algorithm. In summary, the main contributions of our study are as follows:

(1) Static and dynamic environments (attached with markers) are prepared for an AR applica-
tion in advance, the SLAM module added marker masking accurately tracks only the static
environment, and the marker detector module recognizes markers and tracks 3-dimensional
(3D) pose of the dynamic environment;

(2) After the process of (1), the pose of the dynamic environment in the marker coordinate sys-
tem is transformed into the SLAM coordinate system for each frame, and different virtual
objects are registered in static and dynamic environments simultaneously in real-time;

(3) Identification by marker patterns enables the efficient management of each dynamic element
for AR applications and provides different interactions for each dynamic element; and

(4) By creating a SLAM map of the static environment in advance, AR resources are deployed
in both static and dynamic environments, and we use SLAM- and marker detector-based
tracking with the mapping process turned off.

The remainder of this paper is organized as follows. Section 2 describes extant research related
to our system. Section 3 provides the details of our tracking proposal, and Section 4 evaluates
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the tracking system. Section 5 discusses the strategy for creating AR applications, and Section 6
presents the conclusions of this study.

2 Related Work

2.1 Tracking for AR

The most important problem for realizing AR is pose estimation between the camera and
world coordinate system [12]. Until the early 2000s, vision-based AR was mainly used to register
virtual objects through marker-based tracking [1,13]. The marker detector recognizes a regular pat-
tern of square markers without a separate learning process and estimates the camera pose based
on the four corner positions in the marker coordinate system. Although the marker simplifies the
tracking task and enables fast and accurate pose estimation, it is difficult to apply if the marker
cannot be installed in advance, or if the tracking target is large and complex.

Markerless tracking methods have been proposed based on their ability to match naturally
existing features. First, references [14—16] recognize objects of interest in the surrounding envi-
ronment and track their features. Although this approach can increase the reliability of a pose
based on a prefabricated 3D model, it is inconvenient to prepare a model of an object to
be recognized in advance. Next, structure-from-motion and keyframe-based SLAM were intro-
duced sequentially; specifically, SLAM generates a 3D map of an unknown environment while
simultaneously recovering the trajectory of the camera. SLAM systems began to show perfor-
mance applicable to AR starting with monocular SLAM studies [3,17]. Recently, SLAM systems,
such as ORB-SLAM2 [6,7] and VINS [8], which can perform real-time camera localization and
simultaneous environment mapping, have appeared. However, conventional SLAM systems are
designed to create a map of the static scene while considering dynamic elements as outliers,
making them unsuitable for simultaneous tracking of static and dynamic environments. Mean-
while, homography-based pose estimation [18,19] and template-based motion estimation [20,21]
methods can be performed to recognize an arbitrary plane without prior learning of images or
spaces. Although there is an advantage that virtual objects can be registered by estimating a plane
immediately, there are several limitations to providing sophisticated AR applications in a complex
real-world scenario.

We apply a method that combines the advantages of SLAM and marker detection for AR
applications in static and dynamic environments. In the marker detector module, the markers on
the dynamic objects are tracked, and in the SLAM module, marker image masking is applied
to the image frame to generate a map of the static scene. Additionally, having a static map in
advance allows real-time SLAM- and marker detector-based tracking with the mapping process
turned off; it has the advantage of being able to provide AR applications in static and dynamic
environments, even in low-specification devices.

2.2 Tracking in Static and Dynamic Environments

Tracking in static and dynamic environments comprises two parts. First, it is a robust local-
ization process for cameras in dynamic environments. Thus, even if there is a moving object in
front of the camera, the object is regarded as an outlier, and the pose of the camera is estimated
by accurately understanding the static environment. Second, it includes the process of tracking
the dynamic environment (i.e., estimating the pose of the object) with robust pose estimation
of the camera [9]. Because the purpose of this study is to augment virtual objects in static
and dynamic environments simultaneously, we investigate the simultaneous tracking of static and
dynamic environments.



532 CMES, 2021, vol.131, no.1

Wang et al. [22] established a mathematical framework that combined SLAM and an object-
tracking module and sparsely tracked a static scene and moving objects in a driving scenario
using a laser scanner and an inertial measurement unit (IMU). In the field of visual SLAM,
collaborative SLAM [23] allows multiple users to simultaneously estimate their poses and maps
in a dynamic environment. When a moving person is within the camera view while creating
a map of a static environment, the person is also identified and tracked as a sparse feature.
Reference [24] presented a red—green—blue (RGB) with depth (D) camera-based fast odometry and
scene flow and performed segmentation and tracking of moving objects (e.g., human and robots).
Reference [25] segmented the background structure while detecting a moving object based on an
RGB-D camera; it uses a graphic-processing unit (GPU) for dense reconstruction of the static
environment. References [22-25] tracked both static and dynamic environments simultaneously, but
they simply tracked dynamic elements as a feature and could not accurately estimate the baseline
pose where the virtual object should be registered, or they did not classify dynamic elements.

To recognize objects in the surrounding environment, it is possible to create their models
in advance and use them as a database [20,27]. Reference [26] reconstructed the surrounding
environment using an RGB-D-based dense SLAM and estimated object classification and poses
based on the object database; however, it did not deal with dynamic objects. Reference [27]
proposed an object-level RGB-D SLAM using prior knowledge in an environment composed
of repeated objects and structures. It also judged whether objects were moving. To reconstruct
the static scene and moving objects simultaneously, reference [28] divided the features extracted
from the RGB-D frame into static and dynamic environments, created each map, and finally
combined the two. Deep-learning-based systems have also been proposed, and reference [11] added
a mask region-based convolutional neural network [29], an instance-level object detection module,
to the RGB-D SLAM module to simultaneously track a static environment and multiple dynamic
elements.

In this study, we proposed a tracking system to experience a mobile-based real-time AR
application in static and dynamic environments. Other studies [11,30] tracked both static and
dynamic environments at the same time and classified dynamic objects. However, to estimate
the precise pose of dynamic objects, a separate GPU was used because the deep-learning-based
detection module operates simultaneously. Additionally, the 3D pose of the moving object was
estimated based on a bounding box via 2-dimensional object detection. Because it is difficult to
accurately track a baseline pose compared with a marker, it is difficult to register a virtual object.
In this study, a static environment is tracked with feature-based SLAM, and a dynamic object is
tracked with a marker detector at the same time. It has the advantage of operating in real-time
on a mobile device without using an additional GPU.

2.3 Combination of SLAM and Mavrker Detector

To change the scale of the SLAM coordinate system to the real scale, Xiao et al. [31,32
tracked the marker with a detector during the initialization phase. Reference [33] proposed a visual
SLAM that utilized the fusion of keypoints and markers, enabling more accurate pose estimation
by attaching markers to the static environment. Reference [34] proposed a graph-based SLAM
system that used only multiple marker information attached to the static environment.

Unlike previous studies [31-34], this study combines SLAM and a marker detector to track
static and dynamic environments simultaneously. In particular, the pose of the marker can
be transformed into a SLAM map coordinate system, and virtual objects can be registered
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simultaneously in static and dynamic environments. Furthermore, dynamic objects can be classified
using marker IDs, and each object can be managed.

3 Proposed System

Here, we describe a system for the simultaneous tracking of static and dynamic environments
for AR applications. Section 3.1 describes the preparation steps before tracking the surrounding
environment using the proposed system. Section 3.2 describes how to track and map only a static
scene of the environment defined in Section 3.1. Section 3.3 describes how to track both static
and dynamic environments at the same time; it also describes tracking when having a static map

of the scene.

The configuration diagram of the proposed tracking system is shown in Fig. |, which consists
of four steps: (a) preprocessing (Section 3.2.1); (b) tracking and mapping only a static environment
(Section 3.2.2); (c) marker detector-based tracking of dynamic elements (Section 3.3.1); and (d)
integration with marker and SLAM map coordinate systems (Section 3.3.2).

(a) Pre-processing (b) Tracking and mapping of static environments

Tracking
Image N | Feature - v ey Loca,l
i extraction - R gl TG PO mappin
e initialization estimation PPINg

! |

: Excludin: - .
Masking N Feature L] Gatires ﬁ,' Relationship between map and LO?P
marker areas extraction e S camera coordinate systems closmg
(d) Unify the three coordinate systems (c) Marker detector-based tracking l’
| Static
Relationship between Calculate Relationship between map
the three coordinate [t Scale factor |[* camera and marker
systems coordinate systems
Track static and Track only static
dynamic environments environments

Figure 1: Configuration diagram of the proposed tracking system (a) Pre-processing (b) Tracking
and mapping of static environments (c) Marker detector-based tracking (d) Unify the three
coordinate systems

3.1 Preparation Steps for Tracking

For the proposed tracking system to work smoothly, we must divide the static and dynamic
environments in real space. Here, the dynamic environment is defined as a potentially moveable
environment for AR applications. The proposed system consists of a combination of feature-based
SLAM and a marker detector, and each module tracks static and dynamic environments. AR
application developers must attach markers to each dynamic element to track potentially moving
objects. Tracking of a dynamic element (object) estimates a 3D pose based on the detection of
a square marker. Additionally, because the marker has a unique pattern, it is possible to classify
the dynamic elements.

In this study, an indoor space is targeted as an example of a real space for an AR application
(see Fig. 2). In the static environment, a diorama and surrounding stationary objects are used, and
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in the dynamic environment, a moveable toy train is targeted. Because the toy train is a dynamic
element, a marker is attached to it to track the pose.

Figure 2: Example of real spaces for AR applications: (a) Example of a static environment
(diorama) and a dynamic environment (toy train); (b) Concept for an AR application in this paper

3.2 Tracking and Mapping Only a Static Environment in Real Space

This section describes how to track and map only the static environment of the real space
defined in Section 3.1.

3.2.1 Pre-Processing: Masking of Dynamic Elements

For each image sequence, we segment potential moving elements for the following reasons.
First, calculating the relationship (pose) between the static scene and the camera is important, and
estimating the 3D pose of the dynamic elements (objects) is required.

First, the marker is detected in each frame as an RGB image. We implemented our marker
detection module using the ArUco marker detector [35]. Then, the pose of the marker attached to
the dynamic element is obtained, and the value is transferred to the step of tracking the dynamic
element (Section 3.3.1). However, because conventional visual SLAM assumes that the observed
surrounding environment is stationary, the SLAM system may not work well in static and dynamic
environments.

Therefore, from the image with the marker masked for each frame, we extract the features
and pass them to the tracking and mapping step in the static environment (Section 3.2.2), which
is used to calculate the relationship between the static scene and the camera. At this time, because
the segment contours of the masked area tend to show prominent point features as high-gradient
areas, the features of those areas are excluded from tracking. In this step, like the study in [36],
we estimate the camera pose in a static environment by tracking a simplified version of ORB-
SLAM2 [7].

3.2.2 SLAM of a Static Scene

To accurately obtain the relationship between the static scene and the camera in real space
(Section 3.1), we extend the ORB-SLAM?2 [7], a system that tracks features quickly and accurately
by generating a sparse map. When using a monocular image as an input in ORB-SLAM?2, an
automatic map initialization method is performed, but the exact scale of the map coordinate
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system cannot be estimated. The proposed system needs to know the exact scale to transform
the marker pose in the marker coordinate system into the SLAM coordinate system (Section 3.3).
Therefore, in the case of the monocular image, scale estimation is performed during the map
initialization step. During implementation, the scale of the SLAM map coordinate system is
applied as a real scale using the depth image.

After map initialization, tracking, mapping, and loop-closing are performed via three threads.
First, in the tracking thread, ORB features are extracted, excluding pixels corresponding to the
dynamic environment (Section 3.2.1) to perform tracking and mapping on RGB (or RGB-D,
stereo) image sequences. Fig. 3 shows the matched features in the static environment, excluding
the area of the marker and the contour part. Finally, the camera pose is estimated using successive
consecutive matching features. The mapping and loop closing threads operate in the same way as
in [7].

Figure 3: Matched features in the static environment: (left) input image, (right) example of feature
(green rectangle) matching (except for markers and contour features)

We implemented the save and load functions of the static map, including elements such as
points, keyframes, and co-visibility graphs, via boost serialization. This has the advantage of being
able to perform SLAM-based localization by loading a static map without mapping from the
beginning if the real space to which AR is applied is known in advance.

3.3 Simultaneous Tracking of Static and Dynamic Environments

In this section, we show how to track the dynamic environment in Section 3.3.1, and
Section 3.3.2 describes the simultaneous tracking of static and dynamic environments in the same
coordinate system. Finally, Section 3.3.3 describes the combination of static map-based camera
localization and tracking of the dynamic environment.

3.3.1 Tracking Dynamic Elements

If the tracking of the static environment is successful (Fig. 1b), then tracking of the dynamic
environment is activated. A marker detector is used to track the dynamic elements (Fig. lc).
Because we stored the actual size of the marker and the ID of the marker pattern in a dictionary,
it is possible to determine the scale of the marker coordinate system and recognize the dynamic
elements.

In this step, if one or more markers are detected in the current frame, the 3D pose of the
marker is estimated. In this case, the pose between the camera and the marker understands the
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initial relationship using the perspective-n-point algorithm. It then performs subfix refinement to
minimize the error. Through the refined pose estimation, we finally determine the relationship
between the camera coordinate system and the marker coordinate system.

3.3.2 Joint of Static and Dynamic Environment Coordinate Systems

This section describes how to transform the pose of the dynamic elements in the marker
coordinate system into the SLAM map (static environment) coordinate system. Fig. 4 shows
the relationship between the SLAM map, camera, and marker coordinate systems. Let Psr 4y
be a point in the SLAM map coordinate system. The points in the camera and marker coor-
dinate systems are P.gperq and Pouer, Tespectively. Here, the scale factor between the SLAM
coordinate system and the marker coordinate system is set to A, and the scale of the camera
coordinate system is set to be the same as the scale of the marker coordinate system.

N

SLAM Map Coordinate System

Tablet PC

Figure 4: Relationship between the three different coordinate systems

First, the conversion relationship between the SLAM map coordinate system and the camera
coordinate system is as follows, where R; and ¢; are the rotation and translation matrices,
respectively, from the camera to the SLAM map coordinate system:

PSLAM = [Rl |)\t1]Pcamera~ (1)

The conversion relationship between the camera and marker coordinate systems can be com-
puted, where Ry and 7, are the rotation matrix and the translation matrices, respectively, from the
marker to the camera coordinate system:

P camera = [R2|t2] P marker- (2)

Finally, using Egs. (1) and (2), the relationship between the SLAM map coordinate system
and the marker coordinate system can be calculated as follows:

Psram = [R1R2|)\tl + ZZ] Pmarker- (3)
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According to Eq. (3), the pose of the dynamic object (marker) in the SLAM map coordinate
system is obtained as shown in Fig. 4.

In addition to determining A, it is necessary to obtain the scale of the SLAM map coordinate
system. If it is created with an RGB image, additional depth information [37], IMU [38], or a
marker [31,32] can be used during the map initialization stage (or in the middle).

Fig. 5 shows an example of the visualization of the camera, the static map, and the marker in
the same SLAM coordinate system through the proposed system. It can be seen that the marker
image is normally visualized according to the movement of the dynamic object alongside the static
map (i.e., 3D point cloud) and the camera.

Input image

Tracking of
static and
dynamic

environments

Visualization

Figure 5: Visualization of a camera, a static map, and a marker in the SLAM map coordinate
system

3.3.3 Tracking of Static and Dynamic Environments Based on a Static Map

If we have a static map, we can load it (Section 3.2.2) before the tracking stage. If the
static map is well-made, the proposed system can track static and dynamic environments without
additional mapping.

Specifically, the tracking mode in this section differs from the proposed system in Fig. 1b.
First, local mapping and loop-closing threads are turned off, and only the tracking thread is
performed. In the tracking thread, instead of map initialization, a static map is loaded, and global
localization is performed. Global localization converts frames into bags of words and queries the
recognition database for keyframe candidates in the loaded map. For each keyframe, the camera
pose is estimated by calculating the corresponding relationship with the ORB associated with the
map point. If the pose estimation is successful, the conversion relationship between the static map
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and the camera coordinate system is calculated, and finally, the camera pose in the SLAM map
coordinate system is obtained. During implementation, we used the localization mode to turn off
the mapping and loop closing of ORB-SLAM2 [7].

4 Experiment

In Section 4.1, we investigate whether the SLAM module of the proposed system tracks and
maps only the static environment. Section 4.2 analyzes the 3D trajectory of the markers in the
SLAM map coordinate system when static and dynamic environments are tracked by the proposed
system.

4.1 Experiment 1: Performance Evaluation of SLAM Module with Marker Masking

The SLAM module of the proposed system tracks and maps the surrounding environment,
apart from the features of the marker area, including the edge part. In this experiment, we
evaluated the tracking performance and static map quality of the proposed SLAM module.

We conducted Experiment 1 in a real space comprising a dataset (DBgynamic), as shown in
Fig. 6. Assuming an AR application using a mobile device, the static environment consisted of a
diorama that included an igloo model and toy rails, and a toy train with markers was used for the
dynamic environment. A total of 768 frames of images (approximately 38 s) were captured using
an RGB-D camera (Intel Real sense d4351). At the beginning of the dataset, the toy train stopped,
and it started moving along the rails from around frame 236. The input was an RGB image with
a 640 x 480-pixel resolution of 20 Hz, and a depth image (640 x 480 16-bit monochrome images
in PNG format) at the same timestamp was used to adjust the scale of the SLAM map coordinate
system to real scale. Calibration was performed by obtaining the intrinsic parameter in advance.

f=300 f=380 f=453 f=520 f=630

Figure 6: Dataset with static and dynamic environments used for Experiment 1 (DBgynamic)

4.1.1 Evaluation 1: Comparison of Matching Features in a Dynamic Element

First, we activated the SLAM module of the proposed system alongside ORB-SLAM?2 [7] in
DB jynamic and compared the characteristics of the matching features in each frame. The matching
features are presented in Fig. 7.
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(a)

ORB-SLAM2

Proposed
Method

f=236 f=246 f=256

Figure 7: Example of features matched by two methods in DBgyuamic

In ORB-SLAM?2, when the toy train was not moving, as shown in Fig. 7a, the features were
uniformly matched not only in the static environment but also at the toy train to which the marker
was attached. As shown in Fig. 7c, when the stationary toy train started to move, the number of
matching features in the static environment was significantly reduced, which is thought to affect
the tracking and mapping performance. The number of features matching the static environment
was significantly reduced, which is thought to affect tracking and mapping performance. On the
other hand, in the proposed method, there was a small number of matching features on the toy
train, as shown in Fig. 7d, and when the dynamic element moves as shown in Fig. 7f, only the
static environment was considered as the matching feature for stable tracking.

The total number of matching features in DBgyuamic and the number of matching features
on the dynamic element are shown in Figs. § and 9, respectively. In ORB-SLAM?2, as shown
in Fig. 8, the number of matching features in each frame decreased significantly from the time
the dynamic element moved (approximately 236 frames); it then gradually increased again. The
proposed method shows that the total number of matching features was kept constant, even when
the toy train moved. Additionally, the averages of the number of matching features per frame
were 259.7 and 321.28, respectively, and the proposed method matched more features in DBgynamic,
meaning that it led to more stable matching and tracking.

Fig. 9 shows the ratio (%) of the matches for the dynamic element in the total number of
matching features. In ORB-SLAM?2, it can be observed that when the toy train began to move,
the ratio increased significantly from approximately 236 to 270 frames. However, the proposed
method maintains a constant value, even when the toy train moves, which excludes the matching
features near the toy train.
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Figure 8: Comparison of the total number of matching features from the time the toy train moves
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Figure 9: Ratio (%) of the matches on the dynamic element in the total number of the matching
features in each frame from the time the toy train moves

4.1.2 Evaluation 2: Comparison of Quality of SLAM Maps

In this section, we evaluate the SLAM map generated by the proposed method using
DB jynamic- To evaluate the quality of the map, we additionally created a dataset of real space
(called DBguic) in which only a static environment exists, excluding the toy train from DBgynamie-
The three static maps used for the evaluation were generated as follows:

- mapy,,,: Map created in DBy using ORB-SLAM2. Baseline for this evaluation
- map . ump: Map created in DBgyuamic using ORB-SLAM?2
- Mapyono50q- Map created in DBgypamic using the proposed method
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The 3D point clouds of the three SLAM maps were observed from three viewpoints (O —
® in Fig. 10). Compared to mapy,,,, we observed that the train rail area of map,.,_gum2 Was
unintentionally generated additional point clouds according to the viewing point of view (the red
line area in Fig. 11b and Fig. 11c). It is expected that the camera pose will not be accurately
estimated, but it will also not be suitable for AR applications in a dynamic environment. On the
other hand, map,,,,,.q: sShows a map shape like mapy,,,, and because it maps only a static scene
in DBgynamic, 1t 1s expected to be easily applied to AR applications by estimating the camera pose
based on the static map.

Figure 10: Examples of viewpoints from the Experiments 1 and 2

(a) | SLAM map view of @ view of (2 view of 3)
g : TR
E
g
3
i
5§
g
E
g
g - £y P
g : : “,M-w&-ﬁ-r.q— a
&
&
E

(b) |

Figure 11: (a) Comparison of three generated maps based on SLAM (b) map,,;_jum from view
of @: two branches (the train rails) are indicated in the red line area (c) map,,;_gam from view
of ®: additional point clouds generated under the table
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4.2 Experiment 2: 3D Trajectory Analysis of a Dynamic Element in SLAM Map Coordinate System

In this section, we analyze the 3D trajectory of the marker pose in the SLAM map coordi-
nate system when static and dynamic environments are tracked using the proposed system. The
experiment was carried out as follows:

(1) Because the purpose of the experiment was to analyze the marker pose in the SLAM
map coordinate system, a static map of DBy, was created in advance (the scale of the
coordinate system was set to real scale using depth information).

(2) Load the static map (created in (1)) and track the static scene and dynamic elements at
the same time in DBgyuamic. Here, the mapping thread is turned on so that the proposed
system can update the static map.

(3) Obtain the 3D coordinates of the marker center point and the normal vector in the SLAM
map coordinate system.

As shown in Fig. 12, the SLAM map of the 3D point cloud (red cube) and the trajectory of
the marker (green sphere) observed in four views (O -@® in Fig. 10) were rendered and visualized
in Unity 3D.

SLAM map and marker trajectory Only marker trajectory

view of @

view of @

view of 3)

view of @)

Figure 12: SLAM map of the 3D point cloud (red cube) and the trajectory of the marker (green
sphere) observed in four views (O ~® in Fig. 10) in the SLAM map coordinate system
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4.2.1 Evaluation I: Trajectory Analysis of Marker Origin from Top-Down View ( View of © in Fig. 10)

It can be observed that the path of the dynamic element (toy train) tracked by the proposed
system generally moves along the shape of the train rail, but some of the movements are deviated.
As a result of analyzing the area beyond the train rails, it is presumed that the marker recognition
failed because of image blur, or the marker pose was misestimated due to marker ambiguity.
Additionally, in this evaluation, the proposed system tracked DBgyuamic by loading the static map
of DBgy,ic in advance. Therefore, the tracking was not stable in the beginning, but the marker
pose in the SLAM map coordinate system was stably estimated from the middle through the map
update.

Next, to calculate the angle between the normal vector of the diorama plane (7,/4,.) and
the normal vector of the marker (1,,44) In each frame, n_plane was obtained using the normal
vector of the marker stationary parallel to the diorama. The result is as shown in Fig. 13
excluding the frame for which the marker was not recognized (93 frames out of 768 frames).
As shown in Fig. 13a, the average angle between 1,4, and nygrker Was 13.47°. In particular, 49
frames of outlier data that differed by more than 60° were detected, which is considered to be a
factor related to misestimation of 7,4 caused by marker ambiguity. Apart from frames judged
as outliers, the angle between 7,4, and 1,440, 1s as shown in Fig. 13b, and the average is 5.18°.
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Figure 13: (a) Angle between nppue and myaeker in each frame, (b) Excluding frames corresponding
to outliers (red dotted area in (a)) if the angle is greater than 60°
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4.2.2 Evaluation 2. Distance from Bottom Plane of Diorama to Marker Origin

When viewed from the front and side views (views of @ and @ in Fig. 10), the height from
the diorama plane to the marker origin in the SLAM map coordinate system can be determined,
and the height in each frame is shown in Fig. 14a.

In Fig. 12 (view of @), the height from the plane to the origin of the marker tends to be
higher on the side closer to the camera. The SLAM map prepared in the experiment was created
based on the dataset (DBgysic) by scanning the diorama from top to bottom using the camera
of the mobile device, but it was not taken from various views (especially those of @ and @® in
Fig. 10). Thus, it is expected that the mapping quality on the y-axis of the SLAM map will be
affected. Fig. 14b shows the difference from the measured height value based on the real height
(0.13 m) of the origin of the marker attached to the train from the diorama plane, and the average
error was 0.029 m.
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Figure 14: (a) Height of the marker origin from the diorama plane, (b) The difference value from
the reference height

5 Discussion

5.1 An Example of an AR Application

We created an example of an AR application called ARTrain [39] (Fig. 15) based on the
proposed tracking system and demonstrated it using Microsoft Surface Pro 4 (Intel Core i7
6600 CPU, Windows 10 OS) and Intel RealSense D435i camera. The proposed system has the
advantage of registering virtual content by tracking both static and dynamic environments simulta-
neously. As shown in the example in Fig. 15, the virtual objects (trees and animals) and the effect



CMES, 2021, vol.131, no.1 545

of snow were expressed on the SLAM map (static environment), and train smoke was provided
from the marker on the moving train so that users could experience more realistic AR content.

Figure 15: ARTrain [39]

5.2 Strategy for Creating AR Applications

We believe that our proposed system can be applied to a variety of scenarios beyond the
example shown in Section 5.1 by attaching a marker to any dynamic object when the objects
are known in advance along with their static environment. To create AR applications, including
static and dynamic environments, the following two scenarios can be considered when using the
proposed tracking system:

(1) Augment each virtual object on the SLAM map and marker (ARTrain [39] in Section 5.1).
(2) Interactions that understand the SLAM map, camera, and marker (dynamic element).

In the case of Scenario 2, because the SLAM map, camera, and marker are placed on the
same SLAM map coordinate system, the proposed system understands each element to enable
richer interaction. For example, if a virtual character in a diorama (the SLAM map side) jumps
and climbs on a train (the marker side), the virtual character can move along with the train.
Additionally, we can register a virtual character on the train (the marker side) to greet the user
(the camera side) while looking at it.

Unlike previous studies that tracked both static and dynamic environments at the same time,
our proposed system tracks using a marker detector. Thus, it can accurately estimate the reference
pose of a dynamic element to be tracked, and it operates in real-time, even on a mobile device.
Furthermore, it is possible to accurately identify an object through the ID of the marker so that
various types of dynamic objects can be arranged to provide rich interaction.

Another advantage of the proposed system is that it can be extended in various directions
using AR applications based on the conventional SLAM system (ORB-SLAM2 [7]). In the pro-
posed system, the marker detector module is combined with the SLAM module, and depending on
the purpose of the application, dynamic elements can be additionally placed in a real space, and
virtual objects can be registered with the element. On the other hand, the proposed system can
use the conventional SLAM-based AR application because the marker detector does not operate
in a real space without dynamic elements. Accordingly, because there is no need to change the
tracking algorithm according to the addition/removal of dynamic elements, we can utilize AR
resources as they are and reduce the application production time.
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5.3 Limitations

First, it is necessary to improve the performance of SLAM and its associated marker detector
modules. Specifically, in the case of the SLAM module, ORB-SLAM?2 [7], which is a relatively
light algorithm, was used to operate in a mobile device. If developers need to create an application
that requires additional real-world information (i.e., mesh and object classification in static scene),
the tracking system becomes computationally heavy; thus, tracking speed can be improved in real-
time. In the case of the marker detector, as shown in the experimental results in Section 4, there
was a misestimation caused marker ambiguity. This can be solved by estimating the marker pose
in the same way as in [40]. Furthermore, marker detection often fails because of image blur, and
this can be solved by acquiring an image at a high frequency or by using specific cameras (i.e.,
global shutter or event types).

Next, if the marker image on the moving object is occluded by another environment, tracking
the object is impossible. This problem is fundamentally the same as that of any other object
detection task. To solve this problem, an additional camera was installed in a pose that is not
occluded by the environment, and the marker pose was estimated through the camera and finally
transmitted to the user’s device. Additionally, we added a deep learning-based marker [41] that
enables robust pose estimation, even when the marker is partially occluded.

Finally, this study presented an application in the environment, including one dynamic ele-
ment. However, because the proposed tracking method was implemented to recognize multiple
markers, it was also possible to track multiple dynamic elements simultaneously. In fact, it
was necessary to investigate the tracking performance in an environment that includes multiple
dynamic elements and whether it can be extended to AR applications.

6 Conclusion

In this study, we introduced a novel system for tracking static and dynamic environments
simultaneously by combining the marker detector module with the SLAM module. By adding the
marker outlier process to the conventional SLAM module [7], only the static environment was
tracked and mapped, and the marker attached to the dynamic object was tracked with the marker
detector module to obtain the marker pose in the SLAM map coordinate system. We implemented
a novel AR application using the proposed system and demonstrated that mobile devices can
provide AR applications to static and dynamic environments in real spaces.

Although our system combined a lightweight marker detector to create real-time AR appli-
cations in static and dynamic environments, it has some limitations. Dynamic elements lacking
markers cannot be tracked, and they are difficult to consider in AR applications. Furthermore,
the tracking performance when dynamic elements with multiple markers are included has not been
investigated. Overcoming these limitations should provide opportunities for future work.
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