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ABSTRACT

This paper proposes a methodology for using multi-modal data in gameplay to detect outlier behavior. The pro-
posed methodology collects, synchronizes, and quantifies time-series data from webcams, mouses, and keyboards.
Facial expressions are varied on a one-dimensional pleasure axis, and changes in expression in the mouth and eye
areas are detected separately. Furthermore, the keyboard and mouse input frequencies are tracked to determine
the interaction intensity of users. Then, we apply a dynamic time warp algorithm to detect outlier behavior. The
detected outlier behavior graph patterns were the play patterns that the game designer did not intend or play
patterns that differed greatly from those of other users. These outlier patterns can provide game designers with
feedback on the actual play experiences of users of the game. Our results can be applied to the game industry as
game user experience analysis, enabling a quantitative evaluation of the excitement of a game.
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1 Introduction

The analysis of game user data in a commercial game is a field that has become increasingly
developed and used in the game market. Game user data are usually obtained from the following
two sources: survey-based opinion data and log data of the user’s play gathered within the game.
Survey-based methodology is usually employed in research fields that require subjective judgment,
such as excitement. Games are software packages intended to satisfy an abstract standard called
excitement. However, the standards for assessing emotions such as excitement are difficult to define
objectively. Various emotion models have been proposed to quantify emotions [1], but because
the accuracy is not high, the level of excitement is still determined based on user feedback in
the industry. Log-based analytical methods are usually applied in the game publishing area where
quantification is feasible [2], user attrition measurement [3], bot detection [4], etc. In the log-
based analysis field, the quantification and analysis methods of the collected data are advanced,
providing practical services at the game platform level.
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In this paper, we aim to adopt a log analysis method in the gameplay evaluation process,
which was performed based on a survey. We used a log analysis to detect outlier behavior in a
game. Because the excitement in a game is based on the subjective experience of individual users,
we expect that it will be difficult to quantify and evaluate in the short term. However, the outlier
behavior analysis of users while playing games can indicate the game content of the game devel-
opment team, which requires further attention. On the academic side, we aimed to detect outliers
with unusual behavior based on the time axis by applying a time-series pattern-matching algorithm
to multi-modal data. Fig. 1 shows the difference between the existing gameplay evaluation process
and our proposed gameplay evaluation process.

Figure 1: System overview. (a) Existing gameplay evaluation process (b) Proposed gameplay
process

To analyze the outlier behavior of users, we used three devices (mouse, keyboard, and web-
cam) used by the game players in a typical personal computer (PC) gaming environment, without
adding special devices. Because these devices have non-intrusive properties, they have an advantage
in that the users are unaware of the data collection stage. We have developed a dynamic time
warp (DTW)-based outlier behavior analyzer using multi-modal data collected naturally from these
devices during gameplay. Our proposed methodology has the following characteristics compared
with conventional studies.

Low-cost, non-intrusive hardware-based multi-modal data collection system: a system that
collects input data in real time from the primary devices used in the typical gaming environment
and processes them for use in gameplay analysis.

Automated gameplay evaluation system: A system that automatically provides feedback
information on outlier behavior occurring in gameplays through outlier behavior detection based
on a time-series algorithm.

2 Previous Work

Emotion recognition is an important topic in the field of affective computing. Emotions are
expressed through various physical and biological signals, and many attempts have been made
to measure them using various sensing devices. Bänziger et al. outlined the requirements for
a systematic corpus of actor portrayal and described the development, recording, editing, and
validation of a corpus called the Geneva Multimodal Emotion Portrayal (GEMEP) [5]. They
defined a user’s emotional behaviors as multi-modal, and user behavior was understood through
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various multi-modal data. Petrantonakis et al. processed electroencephalography (EEG) data with
a data classification process using k-nearest neighbor and a support vector machine (SVM) [6].
Wang et al. [7] were able to recognize emotions by performing an analysis of reactions of the
cardiovascular system, which were measured using an electrocardiogram (ECG). Their system
could classify elements extracted from the ECG that reflected emotion and recognized two kinds
of emotions (joy and sadness) by using the genetic simulated annealing process and genetic
process. Wagner et al. [8] identified four kinds of emotions (anger, sadness, joy, and pleasure) by
measuring data from an electromyogram (EMG), ECG, skin conductivity, and respiration change,
as well as by using k-NN, linear discriminant function, and multilayer perceptrons. Leon et al. [9]
measured heart rate, skin resistance, and blood volume pressure and recognized three kinds of
emotions (neutral, negative, and positive). McDuff et al. [10] measured variations in heartbeat,
and by checking changes in the regular heart rate, he was able to measure the level of cognitive
stress of the user. This system was able to deduce exact values based on the heartbeat; however,
the nature of the experimental environment makes it inappropriate for general use. Hernandez
et al. [11] introduced a technique whereby users can determine their current state by themselves
using Google Glass. This technique not only enables the user to check their state, but it also
allows users to continually control their state based on the data. However, additional equipment is
required, and because it is difficult to obtain a response regarding a change in a prolonged state,
it becomes difficult to assess emotions. Although studies that are based on these types of bodily
signals can directly measure the immediate response of bodily signals in the external environment,
it is difficult to process the inherent noise of bodily signals and accurately detect emotions that
have multi-modal properties without recognizable observation.

Among multimodal signals, facial expressions are important non-verbal affective cues that
are displayed by humans to infer affective status. They can supplement bodily signals using a
non-introversive webcam device. The facial action coding system (FACS), introduced by Ekman
et al. [12], enables an objective and comprehensive description. Many studies have been proposed
based on this approach, especially in the fields of cognitive psychology and human–computer
interaction. Kapoor et al. [13] developed a system for the detection of frustration in learning envi-
ronments by analyzing facial expression, head movement, posture, skin conductance, and mouse
pressure. Kaliouby et al. [14] developed a computational model that detects high-level impacts,
such as agreeing, concentrating, disagreeing, being interested, etc., from facial expressions and
head movement recognition. Littlewort et al. [15] used an automatic system for facial expression
detection systems for pain. Yeasin et al. [16] developed a system that recognizes six universal facial
expressions to compute the level of interest. Kang et al. [17] proposed an outlier detection system
based on a visual-physiology multi-modal data system for a Korean reality TV show.

In the game industry, affective computing based on a multi-modal interface is the initial stage
of adaptation. Various studies on gaming have been introduced in the areas of emotion diagnosis
in video game players [18,19], game addiction [20], stress detection [21], player experience in a first-
person shooting game [22], facial expression recognition during a racing game [23], Microsoft’s
Kinect-based feedback system [24,25], and a commercial telemetry feedback system [26]. In a
recent study, Martinez used a deep learning algorithm to recognize four types of emotions within
a game [27]. This technique, in part, adopted the emotion model of psychology and measured
user emotion via its own machine-learning techniques.

Recently, Wang et al. [28] proposed text analytics to automatically elicit components of the
game experience from online reviews and examined the relative importance of each component
to user satisfaction. Maman et al. [29] presented a Group Analysis of Multimodal Expression
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of cohesion (GAME-ON), which is a multi-modal dataset specifically designed for studying
group cohesion and for explicitly controlling its variation over time. Song et al. proposed an
automatic recognition of frustration by analyzing facial and vocal expressions. They presented a
novel audiovisual database: the multimodal game frustration database (MGFD) and LSTM-RNN
network for frustration classification [30]. Ringer et al. proposed a method for analyzing player
behavior and discovering correlations with a game context to model and understand important
aspects of livestreams. They present a data set of League of Legends livestreams, annotated for
both the streamer affect and game context. In addition, they proposed a method that exploits
tensor decompositions for high-order fusion of multi-modal representations [31]. Olalere et al. [32]
proposed an automated system to focus on estimating the levels of board game experience by
analyzing a player’s confidence and anxiety from visual cues. They used a board game setting to
induce relevant interactions and investigate facial expressions during critical game events. Semen-
ova et al. proposed a multi-modal system to characterize pro E-Sports team players regarding their
personality traits and coping strategies. They collected data from pro players of different teams,
as well as from amateur players, and found significant discrepancies in coping strategies between
professional and amateur gamers to identify behavioral differences [33]. Elor et al. [34] presented a
playable VR experience in which the user evaluates the emotion of images based on the Pleasure-
Arousal-Dominance (PAD) emotional model using personalized deep learning. Sentiment analysis
technology in games tends to spread to board games and VR games in addition to general PC and
console games from an academic point of view. However, the industry does not actively introduce
these evaluation results in game development.

In this study, we adopted an emotion analysis method for the analysis of outlier behavior in
games. We propose a methodology in which sentiment analysis technology can be applied to game
development. Our proposed method uses the camera as the primary device, and the keyboard and
mouse as secondary devices to analyze the user’s play experiences, and it focuses on detecting
the outlier behavior parts only. Compared to the recent game multi-modal sentiment analysis
systems [31–34], our system is different in that it can detect an outlier behavior at a specific
point in time by comparing the behavior with other users on the game level. This feature has
the advantage of being able to inform the game designer when the emotional feedback of users
changes significantly during the game level design process.

3 Outlier Behavior in Games

Outlier behavior in games is an important reference when designing games. In general, there
are play responses intended by the game designer at the game level (stage) during game develop-
ment. If a player provides play feedback that is different from the designer’s intention, it means
that there is an unexpected problem in the play section, which should be identified and corrected.
This feedback process is particularly important for maintaining the access of game players. If a
player feels that the game is difficult or not interested while playing the game, he/she will stop the
game. Therefore, accurate play experience feedback to the development team is required, especially
in the early gameplay stages.

With this background, outlier behavior in games can be defined in two ways. The first way
of classifying outlier behavior defines outlier behavior as a case where there are play experiences
other than those intended by the game designer. For example, suppose the game designer has
placed a clown character in a certain zone within a stage, expecting a surprised response; if the
player feels scared upon seeing it, it is an outlier behavior. To detect such outlier behavior, tasks
are required to designate the expected emotion distribution to the corresponding space and to
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analyze the difference between the detected emotion of the player and the expected emotion.
The second method of classifying outlier behavior involves extracting the experiences of users
that are different from the average experience of the users. If most users have felt the same play
experience (e.g., surprise) in a certain zone, it can be interpreted that the pertinent zone contents
have provided a consistent play experience irrespective of the game designer’s intention. However,
if various play experiences (e.g., fear, anger, etc.) occur among the players, it indicates that various
outlier behaviors that are difficult to predict may occur owing to the difference in the experience
of individual users.

In this study, these two types are all defined as outlier behaviors. For the first type of outlier
behavior, which is the difference between the game designer’s intended experience and the actual
game player’s experience, the player’s feedback is defined using a one-dimensional (1D) axis, and
the play tension graph defined on the playtime axis is used as a key graph. We compared the
difference between the designer’s expected tension graph and the player’s experienced tension
graph, and defined the section where the difference was large as an outlier behavior different from
the intention (OBDI) section. The second type of outlier behavior is an outlier behavior different
from the average (OBDA), which is “a play pattern that is different from the average play pattern
of users”. That is, the tension graph of the user showing the biggest difference from the average
tension graph of players is classified as an outlier behavior pattern. Fig. 2 shows an overview of
the two outlier behavior patterns that we defined.

Figure 2: (a) Outlier behavior different from intention (OBDI): expected tension graph (green
dotted line), experienced tension graph (blue solid line); (b) Outlier behavior different from
average (OBDA): tension graph of the outlier behavior different from the average of all players
(red solid line)

4 System

In this study, a multi-modal emotion analysis platform was constructed, consisting of three
modules: 1) a multi-modal parameter sampler, 2) a CNN-based facial expression detection module,
and 3) an outlier behavior detector based on the DTW algorithm. This system is an extension
of our previous research systems [17,19,25]. Unlike previous systems, in this study, we focused on
finding outlier behaviors in time-series data using only devices in the general PC environments.
The choice of sensing device is an important factor in the evaluation of the level of excitement of
a game because it can affect the recognition of test participation. To this end, we used three non-
introversive hardware devices: webcam, keyboard, and mouse. The data collected from the three
devices were collected by an in-house-developed multi-modal parameter sampler and synchronized
to the time axis. The basic parameters are visualized in real time in the form of graphs. The
collected data can be outputted to a csv format file, and for comparison with the actual gameplay
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video, the played video was recorded using a separate screen recording program. The system user
can examine the finally generated csv file and watch the recorded play video to determine the
interaction behavior the player performed in certain gameplay. Fig. 3 shows the data collection
environment used.

Figure 3: Data collection and output environment used

4.1 Multi-Modal Parameter Sampler
The webcam captures the user’s face images at a normal HD resolution. The input video

images are delivered to the convolutional neural network (CNN)-based facial expression detection
module and used to detect facial expressions and micro-features. For the keyboard input data, all
the user’s key input information is saved in the format of an ASCII data list. The system can
construct a keyboard heatmap from the input keyboard information list. Furthermore, it can be
determined which keyboard the user is mainly used. The mouse input data record the position
value on the screen whenever a left or right mouse button is clicked. Based on this record, the
system can generate the mouse trajectory information. The mouse trajectory information shows
the zone in the game where the user has intensive interactions. Mouse movement information can
also be used to generate a heatmap for mouse clicks on the screen. The mouse trajectory heatmap
is helpful for checking the major clicking zones on the game screen.

Our system can collect and analyzing a variety of information from the mouse and keyboard,
but in our experiments, we mainly defined a time-series graph, where the Y value has an average
input frequency for 30 s against the time axis. We defined this graph as a mouse and keyboard
interactive graph. This was because for the outlier behavior analysis, we expected that meaningful
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analyses could be performed by determining whether pertinent inputs had occurred, rather than
the keyboard and mouse input contents. Furthermore, this pertained to universal mouse and
keyboard input responses, irrespective of the content in the game.

4.2 Facial Expression Detection Module
Our CNN-based facial expression classifier is an extension of the facial expression classi-

fier used in Gu’s work (2016) [35]. The dataset used to train the model was from the Kaggle
Facial Expression Recognition Challenge (FER2013). It comprises 35,887, 48-by-48-pixel grayscale
images of faces each labeled with one of the seven emotion classes (anger, disgust, fear, happiness,
sadness, surprise, and neutral). The model consists of three sequential convolution layers (32,
64, and 128 feature maps). The softmax activation function was used at the output layer. The
model performs well in terms of classifying positive emotions, resulting in relatively high precision
scores for happy (76.7%) and low precision of sad (39.7%). Our goal is to map the major facial
expressions detected in gameplays to a 1D pleasure axis. To this end, the results of the seven
detected expressions must be mapped to the pleasure axis. We assigned two emotions (happy and
surprise) as positive change values, Facepositive, and the remaining four emotions (anger, disgust,
fear, and sadness) as negative change values, Facenegative. These assignments were intended to
configure a similar number of positive and negative training data in the overall data distribution.
When the emotion was neutral, the corresponding values were not reflected. The tension graphs
can be discretized with the average value of pleasure collected during the pertinent period at
arbitrary time intervals. This reflects a characteristic of gameplay in that major play sections
are not continuous but discrete. Eq. (1) is the tension graph calculation formula. Facepositive and
Facenegative are reflected as much as the weight values w1, w2.

TensionGraph = w1 ∗Facepositive +w2 ∗Facenegative (1)

4.3 Micro Expression Detection
The interpretation of facial expressions in terms of emotions has been a rich topic of research

in the field of psychology. For emotion analysis, higher-level knowledge is required. Facial expres-
sions can convey emotions, but interpretation is aided by context, body gestures, voice, individual
differences, and cultural factors. Many microfacial expression studies have been conducted since
the study by Eckman [36]. Among these, polygraph detection [37] is the most widely used micro-
behavior detection technology. We believe that the automatic detection of specific micro-behaviors
in the broadcast could provide additional information to the production team.

We used Dlib [38] to extract the feature points from the face. From these, we selected
major change elements that are believed to be necessary for outlier behavior analysis. Based on
experience, we defined the mouth as a facial component that has the greatest influence on the
facial expressions of the user. This is because when the mouth is opened, it occupies the largest
area on the face, at which point changes in facial expressions are very large. Because the shape
of the mouth, among different facial components (eyes, nose, mouth, and eyebrows) fluctuates
widely during the game, it needs to be monitored with greater interest. We defined the amount
of change in micro-expression as the sum of changes in the angles of the eyes, nose, mouth, and
eyebrows (Expeyes, Expnose, Expmouse and Expeyebrows). For example, we defined four vertices in
the mouth and used the angles at these vertices to detect the degree of change in the mouth.
The angle was used instead of length because we wanted to avoid the effect of the distance
between the camera and the face. We also attempted to detect eye changes. From our experience,
the frequent blinking of eyes or the wide opening of eyes occurs before and after new events
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that are of interest to the player during gameplay. The pupils rarely show changes during regular
and repetitive play. We interpreted a section where pupil changes occur as a situation where the
player’s attention is focused on owing to some stimulation in the game. Eye angles were also
detected. Because the eyes blink periodically, unlike the mouth, there are signals that are repeated
periodically. Fig. 4 shows the graphs of changes in the eyes and mouth. We defined a section
where there was almost no change in facial expression as a zero area. This area was defined as
the case where changes in the facial expression of the user were less than the frequency defined
empirically. We interpreted the zero area as a situation in which the player did not feel much
change in the game. In addition, we applied a short-time Fourier transform (STFT) to detect the
blinking frequency in the frequency domain. Because the intensity measurement of such an input
frequency also needs to be checked in the keyboard and mouse data, we applied the STFT to
all input data and used them as reference data. Eq. (2) is the micro expression graph calculation
formula. Expeyes, Expnose, Expmouse and Expeyebrows are reflected as much as the weight values
w1, w2, w3 and w4.

MicroGraph = w1 ∗Expeyes +w2 ∗Expnose +w3 ∗Expmouse +w4 ∗Expeyebrows (2)

Figure 4: Micro expression graphs of eye and mouth areas

4.4 Outlier Detection
In typical console/PC gameplays, events occur sequentially at the levels intended by the game

designer. Here, players sequentially experience a series of important events. These play situations
indicate that the user’s response may show certain patterns based on the time axis. For example,
suppose there is a play for experiencing a mission of infiltrating an enemy base and rescuing
hostages, then the user experiences the events of infiltration–breaking in–hostage rescue–enemy
pursuit–escape sequentially. Here, the emotional intensity of the user starts with low tension at the
beginning, such as in the structure of the introduction-development-turn-conclusion. Furthermore,
the most dramatic experience can be expected in the highlight scene, followed by a decrease in
excitement. This pattern shows that when the user’s time-series response patterns are visualized at
certain time intervals, their similarities can be quantified and compared. The order of event expe-
riences may be the same, but the playtime of each event may differ between players. Therefore, a
similarity measurement algorithm that corrects the time length difference is required to accurately
measure the similarity.
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We used a DTW algorithm [39] to compare the similarity of the time-series data. In time-
series analysis, DTW is an algorithm for measuring the similarity between two temporal sequences,
which may vary in speed. DTW has been applied to temporal sequences of video, audio, and
graphics data. In normal gameplays, the start of the game is the same, but the ending time of
the game varies by user. However, DTW compensates for these differences in play length.

We created a tension graph (TensionGraph), micro expression graph (MicroGraph), and mouse
and key-board-interactive graphs (Interactionmouse and InteractionKeyboard) using the time-series
data generated from the data of the three devices. Then, we applied DTW to each graph to
check the difference between the users for each field. The game designer can define the intended
tension graphs (MicroGraph−exp, TensionGraph−exp, Interactionmouse−exp, InteractionKeyboard−exp) in
advance and detect the OBDI based on the difference from the tension graph of the collected
player. Furthermore, after calculating the average value of all collected data signals of the users
(MicroGraph−avg, TensionGraph−avg, Interactionmouse−avg, InteractionKeyboard−avg), the values showing
large differences from this biological signal are designated as OBDA. Eqs. (3) and (4) show OBDI
and OBDA calculation formulas, respectively. Fig. 5 shows the overall system flowchart.

OutlierOBDI = DTW(MicroGraph, MicroGraph−exp)+DTW(TensionGraph, TensionGraph−exp)

+DTW(Interactionmouse, Interactionmouse−exp)

+DTW(InteractionKeyboard , InteractionKeyboard−exp)

(3)

OutlierOBDA = DTW(MicroGraph, MicroGraph−avg)+DTW(TensionGraph, TensionGraph−avg)

+DTW(Interactionmouse, Interactionmouse−avg)

+DTW(InteractionKeyboard , InteractionKeyboard−avg)

(4)

Figure 5: System flowchart
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5 Experiment Result

To investigate the usefulness of our system, we conducted experiments using two games:
BioShock Infinite and League of Legends. BioShock Infinite is a single-player-oriented first-person
shooter (FPS) game, and League of Legends is a multi-player-oriented third-person action game.
Fig. 6 shows a screenshot of each game.

Figure 6: Bioshock infinite (left) and league of legend screenshots (right)

The first experiment was conducted to check whether the OBDI that we defined was meaning-
fully detected. BioShock is a stage with a dramatic storyline. Table 1 shows the sequences of the
major events in that stage. This table shows that while the events occurred in similar sequences in
the game, two players experienced them at different times.

Table 1: Time table of major events in BioShock experiment (gray indicates a section where the
system detected outlier behavior)

Player #1 Player #2
Frame Game event experienced Frame Game event experienced

627 Baptized 62 Finishes the initial
introduction cut scene,
and gets off the boat

711 Starts to move
full-fledged

238 Rings the bell to solve a
puzzle

773 Crosses the bridge and
enters the city

313 Sits on a teleport chair

815 Waits at the bridge 474 Move to the city
845 Stops waiting and

moves again
616 Baptized

903 Waits for a telegram boy 690 Starts to move
full-fledged

921
Meets the telegram boy
and watches a cut scene
video

752 Crosses the bridge and
enters the city

974 Starts a mini-game 782 Waits at the bridge

(Continued)
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Table 1 (continued)

Player #1 Player #2
Frame Game event experienced Frame Game event experienced

1015 Ends the mini-game 819 Stops waiting and
moves again

1045 Starts a mini-game 844 Waits for a telegram boy
1073 Ends the mini-game 864 Meets the telegram boy

and watches a cut scene
video

1122 Experiences an event of
drinking magic potion

897 Fails to enter the door

1181 Experiences an event of
coin-flipping

907 Magic potion drinking
event

1357
Experiences an event of
baseball drawing

964 Coin-flipping event

1425 Engages in a combat
after experiencing the
baseball drawing event,

1061 Experiences the baseball
drawing event

1853 Opens a door 1129 Engages in a combat
after experiencing the
baseball drawing event

1876 Dies in the combat 1243
Dies

1917 Kills the enemy boss 1433 Opens the door
1930 Fire magic potion

drinking event
1463 Kills the enemy boss

First, we designated an arbitrary game designer and requested to enter a typical tension
graph pattern expected from the perspective of the game designer. The game designer’s role was
performed by the player who had played BioShock the longest. Then, we checked to determine
whether it was possible to detect a pattern of the experiment subject that showed the most
similar play pattern to the pertinent play pattern. Fig. 7 shows the intended tension graph of the
designer, the tension graph, and the zero area of the user with the highest similarity score. In
this graph, the positions of the two most dramatic scenes in the middle and second halves of the
game are accurately detected. There were many more sections with no interaction for this player
compared to other users. The interview with the player after the experiment revealed that the
user had a beginner experience with FPS games and played the game with immersion in all the
major event sections. The experimental results confirmed that 60% of all users showed a tension
graph containing two intended peaks within the defined similarity range. The pattern showing
the biggest difference for distinguishing them is the number of peaks, at which the emotional
change is the highest in the game. The game designer expected that the peak would appear on the
graph at the two video cut scenes, but in the actual results, one or more peaks occurred in some
cases. This demonstrates that users have a wider range of play patterns than the game designer’s
intention.
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Figure 7: Tension graph (above) and zero area (below) of a player showing the highest similarity
to Outlier Behavior Different from Intention (OBDI)

Figs. 8 and 9 show the keyboard and mouse interaction graphs of Player #1, respectively. In
typical FPS games, the WASD keys on the keyboard are usually used to move, and the mouse
button is usually used as an interface for aiming at enemies and firing the gun. The level of
overall interaction was initially low, and then the most dramatic peak point appeared between
1400 and 1800 when the final highlight combat occurred, after which the level decreased. This can
be seen as a change in the interaction intensity intended by the game designer. The Min and Max
differences of the input intensity are large in frames above 1000 because a very large number of
input and input pause periods occur alternately during the process of playing various mini-games.
The tension graph of Player #1 was like the expected tension graph of the game designer, but the
input frequency graph showed different patterns. This phenomenon occurred because, in contrast
to the designer’s intention, the player played many mini-games of the event nature in the middle.
These mini-game plays did not have a significant impact on the emotional tension of the user,
but they affected the physical behavior outcome.
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Figure 8: Average number of inputs per second graph for all keyboards

Figure 9: Graph showing average distance moved by all mouses

We examined OBDA detection results. Fig. 10 shows the resulting graph of OBDA detected
by our system. The number of peaks for this experimental subject (Player #2 in Table 1) was
1. This experimental subject showed no response in the two cut scenes in the game. The user’s
response was the greatest in the section where the game was confirmed to be cleared. Furthermore,
the zero areas are almost fragmented. This implies that the user showed specific facial expression
changes in the majority of sections. The results of the interview conducted after the experiment
confirmed that the user had a lot of experience playing FPS games. The experiment subjects were
more interested in the game itself than the cut scene video, and it appeared that the greatest
response was shown in the part where the sense of achievement was felt after clearing the game.
This pattern was visualized in fragmented zero areas.
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Figure 10: Analysis results in BioShock experiment (tension graph (above) and zero area (below))

The next experiment was conducted using the League of Legend (LOL) game. LOL is a player
vs. player (PvP) game in which players compete in real time. In these games, events occur based
on the interactions between users, rather than based on the game designer’s intention. As a result,
nonlinear events occur, as opposed to linear events. In this play environment, sequential events
intended by the game designer do not occur. Therefore, unlike linear gameplays such as those of
BioShock Infinite, it is very difficult to predict LOL plays.

From the experimental results, we confirmed that the OBDA can also be defined in a non-
linear event play environment. This is because the following play pattern exists owing to the
characteristics of the LOL game: the leveling-up gameplays occur at the beginning of the game,
in which the player fights non-player characters (NPCs); afterward, PvP games occur, in which
the player fights other players. If a player has a PvP gameplay with another player during the
leveling-up gameplay, it is detected as OBDA. Fig. 11 shows an OBDA result detected in LOL by
our system; the number of peaks for this user is three. When the play video was checked, it was
found that peaks occurred when the player died. According to the interview results, the player was
a beginner in the LOL game and was afraid of dying during the game, thereby playing single-
player-oriented gameplays while avoiding almost all combats. When the user was playing LOL,
the zero areas were highly fragmented. This occurred because of the continuous combat. Unlike
BioShock Infinite, the PvP-oriented LOL allowed the OBDI to be defined in two stages: level-up
and combat. Peaks often occur mainly before and after killing. This was because the greatest
emotional change occurred when the player killed an enemy or when the player’s character died,
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while a very low level of interaction occurred for a while owing to the waiting time, increasing
the potential of a zero-area occurring in that area. Fig. 12 shows the results of visualizing the
input patterns in the frequency domain. Overall, the difference in the input frequency is more
evident in the frequency domain. Therefore, the visualization technique in the frequency domain
can more intuitively show the frequency of deaths during gameplay and the frequency of zero
areas triggered by death.

Figure 11: Analysis results in league of legend (Tension graph (above) and zero area (below))

We examined the usefulness of the proposed system based on two games. The DTW
algorithm-based outlier behavior detection system operated relatively more stably in a game that
provided linear events. This is because the DTW algorithm calculates the similarity based on
the graph shape. When the events occurred in a nonlinear manner in the game, repetition and
periodicity played a more important role than the shape of the graph. Here, it was confirmed
that the analysis in the frequency domain yielded more useful results than the time-series-based
algorithm.
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Figure 12: Input pattern visualization results in the frequency domain (a) STFT spectrum result
of low-level input frequency graph, (b) STFT spectrum result of high-level input frequency graph,
(c) STFT spectrum result of eye-blinking

6 Discussion

Our system has the advantage of being able to analyze unusual behavior in a game using a
general PC device, but it also has the following disadvantages. The first disadvantage is that it is
necessary to set the optimal value for the reflection weight between multi-modal data through a
lot of trial and error. Because these values are affected by various external factors such as game
genre, interaction requirement level, system complexity, party play, and chat/voice availability, it
may be difficult to find an optimal value. The second disadvantage is that some of the behaviors
of outliers detected may be the user’s repetitive habit or may be unrelated to the game, such as
sudden shifts. This occurs very conspicuously when the experiment is conducted in a real living
space, rather than in a laboratory environment. To solve this problem, personalized repetitive
behavior detection technology based on machine learning should be studied further.

7 Conclusions

In this paper, we proposed a system for detecting two outlier behaviors in gameplays. We
synchronized and used the multi-modal data input from the camera, keyboard, and mouse and
used a DTW algorithm and frequency analysis to compare the similarity between time-series data.
To verify the users’ responses, existing game user surveys and user surveys from experiments were
used in the gaming field. These surveys either rely on user self-reports (interview, inquiry, focus
group, etc.) or are often conducted through an analysis report of user video monitoring. This kind
of study is easy to conduct because as more user data is collected, it becomes more substantial,
and it becomes easier to infer reactions properly. However, in order to perform a self-report, the
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users must invest time outside gameplay, their subjectivity can easily be compromised, and the
analysis of user self-reports is quite time-consuming.

The proposed system runs an independent detection program together with the game client
and collects data on a server, which allows for automatic analysis and visualization. This form of
simplification greatly reduces the need for temporal and human resources. In addition, there is no
need for additional physical equipment, which saves time and space. Our methodology shows that
the feedback on the experience can be received quantitatively for the gameplay intended by the
game designer at the game level. Our results suggest a methodology that can introduce emotion
analysis technology, which has been studied mainly in academia, into the game development
process, which helps to accelerate the application of emotion analysis technology to game players
and game players in the future.
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