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Abstract: Due to the increase in the types of business and equipment in 
telecommunications companies, the performance index data collected in the 
operation and maintenance process varies greatly. The diversity of index data 
makes it very difficult to perform high-precision capacity prediction. In order to 
improve the forecasting efficiency of related indexes, this paper designs a 
classification method of capacity index data, which divides the capacity index data 
into trend type, periodic type and irregular type. Then for the prediction of trend 
data, it proposes a capacity index prediction model based on Recurrent Neural 
Network (RNN), denoted as RNN-LSTM-LSTM. This model includes a basic 
RNN, two Long Short-Term Memory (LSTM) networks and two Fully Connected 
layers. The experimental results show that, compared with the traditional Holt-
Winters, Autoregressive Integrated Moving Average (ARIMA) and Back 
Propagation (BP) neural network prediction model, the mean square error (MSE) 
of the proposed RNN-LSTM-LSTM model are reduced by 11.82% and 20.34% 
on the order storage and data migration, which has greatly improved the efficiency 
of trend-type capacity index prediction. 

Keywords: Recurrent Neural Network (RNN); Long Short-Term Memory (LSTM) 
network; capacity prediction 

1 Introduction 
     Driven by the technologies such as 5G, big data, and edge computing, the volume and types of business 
of telecommunications companies continue to increase. Traditional telecom operation and maintenance rely 
on experience or expert advice to adjust the configuration of servers, which has been difficult to adapt to 
the rapid growth on the number of servers today. With the rapid development of artificial intelligence and 
data science, telecom operation and maintenance are constantly optimized and upgraded. By analyzing the 
massive performance monitoring data generated by a large number of servers, the future performance 
change trend of servers can be predicted, which can provide reference for the system or operation and 
maintenance personnel to manage relevant resources. In addition, due to the limitation of enterprise 
resources, high-precision capacity prediction can reduce operating costs and improve system stability. 
Capacity refers to the amount of resources pre-allocated to specific application systems, such as CPU, 
memory, disk, network bandwidth, etc., and its configuration is related to the fluency of application system 
operation [1]. It has become an important content of capacity management to predict the future resource 
capacity, which can help allocate resources reasonably and reduce resource redundancy. 
     Aiming at the forecast of resource utilization, many forecasting schemes have been proposed. In [2], 
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it proposes a prediction method based on the linear regression technology to predict future CPU usage. A 
multiple linear regression model is proposed in [3], which is used to predict the future capacity demand of 
telecom enterprises' cloud computing data centers. It is proposed in [4] to use Second exponential 
smoothing method as the basic model, and then use the linear regression model as an integrated model to 
fit multiple sets of predicted values to predict the future request volume of cloud servers. In [5], it proposes 
a prediction method based on the ARIMA. With the development of neural network technology, it has been 
applied to the field of resource prediction. In [6], it uses BP neural network to predict the load of server 
nodes. In [7], it proposes a hybrid model that first used ARIMA to predict the linear body of the server CPU 
utilization time series, and then used the BP neural network model to correct the nonlinear residuals, and 
finally superimposed the entire time series as the forecast result. In [8], it uses the RNN method to accurately 
predict short-term CPU utilization. In [9] and [10], it proposes to use LSTM neural network to predict the 
load of the system. In [11], it uses a multivariate LSTM model to predict resource usage in cloud workloads, 
and uses a method to analyze and compare the LSTM model and the Bi-directional Long Short-Term 
Memory (BiLSTM) model. In [12], it proposes a combined model, adding LSTM network on the basis of 
BP neural network model to correct the residual error and predict the cloud computing resource load. 
     Among the time series prediction schemes put by researchers, some research methods can show high 
accuracy on the index data of a certain business. However, the diversity of telecom business and the 
differences in deployed equipment make these methods less effective for all devices. In order to solve this 
problem, this paper first designed a classification method of capacity index data types, which divides the 
data into trend type, periodic type and irregular type [13]. Aiming at the trend-type data, it proposes a model 
based on recurrent neural network. 
     In Section 2, it introduces the basic knowledge of recurrent neural networks. In Section 3, it proposes 
the classification method of capacity index and the prediction model based on the recurrent neural network. 
In Section 4, it analyzes the experimental results to verify the feasibility of the model. In Section 5, it 
summarizes the full text and puts forward a vision for future work. 

2 Recurrent Neural Network 
2.1 RNN Model 

RNN is a special type of neural network with internal sub-connections in the field of deep learning, 
which can learn complex vector-to-vector mapping. RNN has input layer, hidden layer and output layer 
[14]. The state of the hidden layer is not only related to the current input layer, but also related to the state 
of the hidden layer at the previous time step, so the RNN has memory ability. The structure of a simple 
RNN expanded three times in the time dimension is shown in Fig. 1. 
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Figure 1: The unfolded RNN structure 

In Fig. 1, t represents the moment, 𝑥𝑥𝑡𝑡  represents the input at time t. Given input sequence  X =
[x1, x2, … xt], the hidden layer state sequence h = [ℎ1,ℎ2, …ℎ𝑡𝑡] can be calculated by Eq. (1), where U 
represents the weight matrix from the input layer to the hidden layer, W represents the weight matrix from 
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the hidden layer at the last time step to the hidden layer at the current time step, 𝑓𝑓 represents the activation 
function and 𝑏𝑏ℎ represents the bias. 
ℎ𝑡𝑡 = 𝑓𝑓(𝑈𝑈 · 𝑥𝑥𝑡𝑡 + 𝑊𝑊 · ℎ𝑡𝑡−1 + 𝑏𝑏ℎ)                                                                                                                 (1) 

Then according to Eq. (2), the output sequence o = [𝑜𝑜1, 𝑜𝑜2, … 𝑜𝑜𝑡𝑡] can be calculated, where V represents 
the weight matrix, 𝑔𝑔 represents the activation function and 𝑏𝑏𝑜𝑜 represents the bias from the hidden layer to 
the output layer. 
 𝑜𝑜𝑡𝑡 = 𝑔𝑔(𝑉𝑉 · ℎ𝑡𝑡 + 𝑏𝑏𝑜𝑜)                                                                                                                                    (2) 

In the training process, the Back-Propagation Through Time (BPTT) algorithm is often used to train 
RNN, whose essence is the BP algorithm. However, due to some characteristics of the network itself, the 
problem of vanishing gradient or exploding gradient is likely to occur when the BPTT algorithm is used to 
train the network with a long sequence. 

2.2 LSTM Model 
The LSTM network is a special form of the RNN network, which avoids the vanishing gradient and 

exploding gradient problems through clever design, and can learn long-term information. Compared with 
the simple RNN network, LSTM adds a transmission state and three control gate units: forget gate, input 
gate and output gate [14]. The LSTM unit structure is shown in Fig. 2. 
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Figure 2: The LSTM unit structure 

The forget gate can control what information to keep and what to forget. The forget gate receives the 
output information from the hidden layer of the previous time step and the current sample input, as shown 
in Eq. (3), and passes it to the sigmoid function after operation. The output value of the sigmoid function is 
in the range of [0,1], which means how much information is allowed to pass, 0 means no information is 
allowed to pass, and 1 means all. The information of memory cells in the hidden layer can be forgotten by 
the Hadamard product of 𝑓𝑓𝑡𝑡 and cell state 𝐶𝐶𝑡𝑡−1, where 𝑥𝑥𝑡𝑡 represents the input of the current network, ℎ𝑡𝑡−1 
represents the output of the previous network, 𝑓𝑓𝑡𝑡  represents the output value, 𝑊𝑊𝑓𝑓  represents the weight 
matrix and 𝑏𝑏𝑓𝑓 represents the bias of the forget gate. 
𝑓𝑓𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑓𝑓 · [ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑓𝑓)                                                                                                                        (3) 

The input gate controls how much current input data 𝑥𝑥𝑡𝑡 flows into the memory cell. After forgetting 
the information in the memory cell, the information stored in the memory cell needs to be updated next. At 
this time, the input gate determines which parts of the new information are put into the cell state, which 
mainly includes two parts, as shown in Eq. (4). One part is the sigmoid layer, which can prevent the 
irrelevant content of the current input from entering the memory cell. The other part is the tanh layer, which 
generates a candidate value that will be added to the cell state, and the output value of the tanh function is 
in the range of [–1,1]. In Eq. (4), 𝑖𝑖𝑡𝑡, 𝑊𝑊𝑖𝑖 and 𝑏𝑏𝑖𝑖 represent the value, weight matrix and bias of the input gate 
respectively; 𝐶̃𝐶𝑡𝑡, 𝑊𝑊𝑐𝑐 and 𝑏𝑏𝑐𝑐 represent the candidate value, weight matrix and bias, respectively. 
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�  
𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑖𝑖 · [ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑖𝑖)        
𝐶̃𝐶𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑐𝑐 · [ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑐𝑐)                                                                                                               (4) 

The new cell state information is jointly determined by the forget gate and the input gate, as shown in 
Eq. (5). It is determined by the Hadamard product of 𝑓𝑓𝑡𝑡 and cell state 𝐶𝐶𝑡𝑡−1 and the memory cell. 
𝐶𝐶𝑡𝑡  = 𝑓𝑓𝑡𝑡⨀𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡⨀𝐶̃𝐶𝑡𝑡                                                                                                                               (5) 

In the output gate, the memory unit 𝐶𝐶𝑡𝑡 has influence on the current output value ℎ𝑡𝑡, as shown in Eq.  
(6). The input passes through a sigmoid layer to obtain a value 𝑜𝑜𝑡𝑡 in the range of [0,1], which controls how 
much the memory cell outputs. Then, the final output ℎ𝑡𝑡 is determined by the Hadamard product of 𝑜𝑜𝑡𝑡 and 
the value of state value 𝐶𝐶𝑡𝑡 after tanh activation. In Eq. (6), 𝑊𝑊𝑜𝑜 and 𝑏𝑏𝑜𝑜 respectively represent the weight 
matrix and bias of the output gate. 

�  𝑜𝑜𝑡𝑡  = 𝜎𝜎(𝑊𝑊𝑜𝑜 · [ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑜𝑜)
  ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡⨀tanh(𝐶𝐶𝑡𝑡)                                                                                                                                    (6) 

3 Trend-Type Capacity Index Data Prediction Model Based on Recurrent Neural Network 
This section elaborates on the trend-type capacity index data prediction model based on recurrent 

neural network. First, the classification method of index data designed in this paper is introduced; Then, 
the trend-type capacity index data prediction model based on recurrent neural network is introduced. 

3.1 Classification Method of Index Data Types 
3.1.1 Dynamic Time Warping 

Dynamic Time Warping (DTW) confirms the optimal path between two time series by minimizing the 
cumulative distance between the original sequence 𝑥𝑥(𝑖𝑖), 𝑖𝑖 ∈ [1,𝑀𝑀] and the series to be aligned 𝑦𝑦(𝑗𝑗)，𝑗𝑗 ∈
[1,𝑁𝑁]  [15]. Therefore, the cumulative distance between two time series can be used to measure the 
similarity of them. 𝑑𝑑𝑖𝑖,𝑗𝑗  is used to represent the distance set between two points in the series, and its 
definition is shown in Eq. (7). 
𝑑𝑑𝑖𝑖,𝑗𝑗 = (𝑥𝑥(𝑖𝑖) − 𝑦𝑦(𝑗𝑗))2                                                                                                                                   (7) 

The sum of the cumulative distance sets is represented by 𝐷𝐷, where 𝐷𝐷𝑖𝑖,𝑗𝑗  represents the minimum 
cumulative distance from the origin (1,1) to the point (𝑖𝑖, 𝑗𝑗). The calculation method is shown in Eq. (8), 
where 𝑖𝑖 = 2, … ,𝑁𝑁 ;  𝑗𝑗 = 2, … ,𝑀𝑀. 

𝐷𝐷𝑖𝑖,𝑗𝑗 = 𝑑𝑑𝑖𝑖,𝑗𝑗 + 𝑚𝑚𝑚𝑚𝑚𝑚 �
𝐷𝐷𝑖𝑖,𝑗𝑗−1
𝐷𝐷𝑖𝑖−1,𝑗𝑗

    𝐷𝐷𝑖𝑖−1,𝑗𝑗−1

                                                                                                   (8) 

And the initial conditions are shown in Eq. (9). 

�

 𝐷𝐷1,1 = 𝑑𝑑1,1 
𝐷𝐷1,𝑗𝑗 = ∑ 𝑑𝑑1,𝑎𝑎

𝑗𝑗
𝑎𝑎=1    𝑗𝑗 = 1, … ,𝑀𝑀 

𝐷𝐷𝑖𝑖,1 = ∑ 𝑑𝑑𝑏𝑏,1
𝑖𝑖
𝑏𝑏=1  𝑖𝑖 = 1, … ,𝑁𝑁

                                                                                                                    (9) 

After the preliminary investigation, it is learned that many Key Performance Indicators of businesses 
show a daily trend. In this paper, the time series 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 with a length of 𝑙𝑙 days is selected to compare the 
similarity between the time series of two adjacent days. By calculating the DTW distance of two adjacent 
days, the distance series 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 of length 𝑙𝑙 − 1 is obtained, which can represent the similarity of them. 
Then compare the 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 with the preset DTW threshold to determine whether the time series has a 
certain daily trend. 

3.1.2 Classification Method of Data 
The index data types are divided into trend type, periodic type and irregular type by using data 
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characteristics such as average value, standard deviation, and DTW value. The process of data type division 
is shown in Fig. 3 and the specific design is as follows: 

(1) Data preprocessing. First, clean the collected index data of the target device, then fill in the empty 
values, and finally obtain the index series 𝐶𝐶 in the specified format. 
(2) Data type determination. Calculate the DTW value 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑑𝑑𝑑𝑑𝑑𝑑 and the coefficient of variation 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑐𝑐𝑐𝑐 of 𝐶𝐶. The coefficient of variation is the ratio of the standard deviation to the average of the 
original data, which can be used to measure the degree of data dispersion and eliminate the influence 
of measurement scale and dimension. Data type was determined by comparing 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑑𝑑𝑑𝑑𝑑𝑑  and 
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑐𝑐𝑐𝑐 with the threshold 𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑑𝑑𝑑𝑑𝑑𝑑, trend-type variation coefficient 𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑐𝑐𝑐𝑐_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
and periodic variation coefficient 𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑐𝑐𝑐𝑐_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. The process is as follows: 
Step1 If 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑑𝑑𝑑𝑑𝑑𝑑  < 𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑑𝑑𝑑𝑑𝑑𝑑  and 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑐𝑐𝑐𝑐  < 𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑐𝑐𝑐𝑐_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 , it is a trend type, 

otherwise enter Step 2; 
Step2 If 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑑𝑑𝑑𝑑𝑑𝑑 < 𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑑𝑑𝑑𝑑𝑑𝑑 and 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣_𝑐𝑐𝑐𝑐<𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑐𝑐𝑐𝑐_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, it is a periodic type, 

otherwise it enters Step 3; 
Step3 This type is irregular. 
(3) Output the data type result. Output the data type judgment in (2). 

 
Figure 3: The data type division process 
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3.2 Trend-Type Capacity Index Data Prediction Model Based on Recurrent Neural Network 
It first preprocesses the collected data, then uses the designed recurrent neural network model for 

training, and finally makes predictions. The specific design is as follows: 
1. Data preprocessing. First, clean the collected index data of the target device, then fill in the empty 

value, and finally get the index series 𝐶𝐶 in the specified format. 
2. Build a trend-type capacity index data prediction model based on recurrent neural network. 

Compared with a single-layer network, a multi-layer recurrent neural network can learn more 
hidden information. After preliminary experiment comparison, the three-layer model is more 
effective, so this model is designed as a three-layer network. First, the processed performance index 
series are input to the SimpleRNN network, which is used to mine the law of performance index 
changing with time. The series result of SimpleRNN is input into the two connected LSTM layers. 
To prevent overfitting, the model adds a Dropout layer after each LSTM layer. After the last LSTM 
layer, two fully connected layers are added. And there is Rectified Linear Units activation function 
after each fully connected layer. Through the fully connected layers, the impact of historical data at 
each time step on future time point data is summarized. Finally, a real value is output as the 
predicting value. 

3. Train the model. Divide the historical data into three parts: training set, validation set and test set. 
Input the training set data into the trend-type capacity data prediction model based on recurrent 
neural network for training, and finally evaluate the trained model. 

4 Experiment and Result Analysis 
In this section, it first introduces the overview of the experimental data. Then, the experimental 

operating environment, experimental tools, experimental parameter settings and evaluation indicators are 
introduced. And then, the trend-based capacity data prediction model based on recurrent neural network 
proposed is implemented and compare it with other models in related research. Finally, the experimental 
results are compared and analyzed. 

4.1 Experimental Data 
CPU, as one of the important indexes to measure the performance of host, is the most demanding 

resource and the main reason for the shortage of host resources [16]. Therefore, this paper selects CPU 
resource as the object of capacity prediction. In this experiment, the performance monitoring data are from 
the Customer Relationship Management System (CRM) system in one province provided by Beijing SI-
TECH Information Technology Co., Ltd., China (http://www.si-tech.com.cn). Two businesses, data 
migration and order storage, which occupy a large number of equipment, are selected from branch 
businesses with the characteristics of daily trend data. Then among these business servers, 4 months 'CPU 
index data of a randomly selected server are regarded as experimental data. And due to the balance of server 
load, this is reasonable. Index data is collected every 6 min, and each server has about 31,200 CPU index 
data. Examples of data collected by the monitoring center are shown in Tab. 1. Since frequent forecasting 
will take up a lot of resources, the company requires hourly granularity to make forecasts in actual 
production, so the data needs to be processed before forecasting. 

Table 1: The samples of data collected by monitoring center 

EQ_ID KPI_ID KPI_VALUE COLL_TIME 
4194 PM-H-01-010-11 36.667 2019-04-30 09:33:32 
4194 PM-H-01-010-11 29 2019-04-30 09:39:05 
4194 PM-H-01-010-11 24.667 2019-04-30 09:39:32 
4194 PM-H-01-010-11 26.333 2019-04-30 09:45:31 
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4.2 Experimental Environment and Parameter Configuration 
The computer used in the experiment is with 16GB memory and 3.20GHz Inter® Core™ i7-8700 

processor. The experiment is designed to predict the CPU utilization in the t+1 hour through the CPU 
utilization in the previous t hours. The original data were divided into training set and test set according to 
the ratio of 0.8:0.2. Experiments were carried out on 8, 16, 32, 64, 128 neurons in each layer of the designed 
neural network, and the number of neurons with the best effect was selected as the number of neurons in 
the final model. The relevant parameters are set to epochs = 100, batch_size = 60 and time_step = 48, and 
Adaptive Moment Estimation (Adam) is selected as the optimizer. 

The accuracy of the prediction is measured by Mean Squared Error (MSE). MSE is the average square 
of the difference between the estimate and the true value. It is used to measure the deviation between the 
predicted value and the true value. MSE is defined as Eq. (10), where 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 represents the true value of the 
data at time 𝑡𝑡, 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 represents the predicted value of the data at time 𝑡𝑡, and 𝑚𝑚 represents the total 
number of samples. 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑚𝑚
∑ (𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡)2𝑚𝑚
𝑖𝑖=1                                                                                                       (10) 

4.3 Prediction Model Based on Recurrent Neural Network 
4.3.1 Prediction Result Analysis 

In order to verify whether the trend-type capacity index data prediction model based on the recurrent 
neural network has a good effect, the SimpleRNN, LSTM, and two-layer LSTM models are used as the 
control groups for experiments.  

Figure 4: Two-layer LSTM prediction results 

Figure 5: RNN-LSTM-LSTM prediction results 
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Fig. 4 shows the test results using the two-layer LSTM network model. Fig. 5 shows the test results 
using the recurrent neural network model designed in this paper. The horizontal axis in Fig. 4 and 5 are the 
time axis. There are 624 time slices in total, and each time slice represents 1 hour. The vertical axis 
represents the CPU index value in the range of [0,100]. The two curves in the figure are the actual and 
predicted values of the CPU indicators. Analyzing the CPU index value of 30 days, we can see that the 
business server CPU index value is relatively large at night (22:00 to 2:00 the next day) and noon (11:00 to 
14:00). Although the two-layer LSTM network can reflect the change trend of the CPU index value, it does 
not fit the true curve at the peaks and troughs. And the model designed in this paper can better track the 
change trend of the CPU index value and achieve a more accurate prediction. 

Table 2: The results of 4 kinds of network prediction model 

Model 
Data migration 

MSE 
Order storage 

MSE 
SimpleRNN 0.073421 0.219227 

LSTM 0.105500 0.220745 
Two-layer LSTM 0.050944 0.203115 

RNN-LSTM-LSTM 0.033414 0.189295 

Tab. 2 respectively lists the average MSE values predicted by four models on the data set of data 
migration and order storage business. It shows that for data migration services, the MSE of the RNN-
LSTM-LSTM model is at least 34.41% lower than other models. For the order business, the MSE of the 
RNN-LSTM-LSTM model is also at least 6.80% lower than other models. 

In order to further verify the capacity of the capacity prediction model, it was compared with the 
traditional prediction methods ARIMA, Holt-Winters algorithm and BP neural network. The average MSE 
obtained is shown in Tab. 3. 

Table 3: The results of traditional prediction models 

Model 
Data migration 

MSE 
Order storage 

MSE 
Holt-Winters 0.518302 0.227169 

ARIMA 0.183369 0.214663 
BP neural network 0.041947 0.253612 

RNN-LSTM-LSTM 0.033414 0.189295 

It can be seen from Tab. 3 that for data migration and order storage business, the MSE values of the 
predicted results of the RNN-LSTM-LSTM model are at least 20.34% and 11.82% lower than those of the 
three traditional models. 

From the above experimental results, it can be seen that the prediction accuracy of the RNN-LSTM-
LSTM network model is higher and the error is smaller, indicating that the model can better predict trend-
type capacity index data. 

5 Conclusion and Future Work 
This paper first designs a classification method of index data types, which can be divided into trend 

type, periodic type and irregular type. Aiming at the prediction of trend data, a capacity index prediction 
model based on recurrent neural network is proposed. Combined with the CRM system data provided by 
Beijing SI-TEQI Information Technology Co., Ltd., the model was validated by the experiment. The 
experimental results show that the MSE of the RNN-LSTM-LSTM model proposed in this paper are at least 
11.82% and 20.34% lower than those of the traditional Holt-Winters, ARIMA and BP neural network 
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prediction models respectively in terms of the accuracy of the two trend-type business prediction, which 
indicate the feasibility of the model proposed in this paper. The next-step work will continue to improve 
the prediction accuracy of periodic and irregular data and combine the three types of prediction models for 
practical application. 
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