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Abstract: With the continuous development of face recognition network, the 
selection of loss function plays an increasingly important role in improving 
accuracy. The loss function of face recognition network needs to minimize the 
intra-class distance while expanding the inter-class distance. So far, one of our 
mainstream loss function optimization methods is to add penalty terms, such as 
orthogonal loss, to further constrain the original loss function. The other is to 
optimize using the loss based on angular/cosine margin. The last is Triplet loss 
and a new type of joint optimization based on HST Loss and ACT Loss. In this 
paper, based on the three methods with good practical performance and the joint 
optimization method, various loss functions are thoroughly reviewed.  
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1 Introduction 
Let the machine have human intelligence, so as to realize artificial intelligence is the dream that human 

beings have been pursuing for a long time. Despite the rapid development of computer science in the past 
decades, the research and development of artificial intelligence is still very limited. With the development 
of neuroanatomy, the technical means to observe the microstructure of the brain have become increasingly 
rich, and the understanding of the morphology, structure and activity of the brain organization has become 
more and more profound, and the mystery of the information processing of the human brain has been 
gradually revealed. The research goal of “brain-like intelligence” is how to use the research achievements 
of neuroscience, brain science and cognitive science to study the information representation, transformation 
mechanism and learning rules of the brain, establish an intelligent computing model that simulates the 
process of brain information processing, and ultimately enable machines to master the cognitive rules of 
human beings. In recent years, brain-like intelligence has become a hot topic in research and competition 
all over the world. Following the United States and the European Union, a large number of researchers and 
research institutions at home and abroad are also making efforts to promote the neural and brain-like 
computing related research, large-scale “brain-like intelligence” research is poised for development. Face 
recognition and human action recognition [1] based on deep learning are the research hotspots. 

Starting in 1940, M-P neurons [2] and Hebb learning rule [3], to the 1950s Hodykin-Huxley equation, 
the perceptron model and adaptive filter, and then to 1960s of the self-organizing map network, 
neurocognitive machine, adaptive resonance network, many neural computational model is developed as 
signal processing, computer vision, natural language processing and optimization calculation in areas such 
as the classic method, greatly promote the rapid progress in the field of neural network. At present, neural 
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network has developed hundreds of models and achieved very successful applications in such technical 
fields as handwriting recognition [4][5], image annotation [6] and semantic understanding [7]–[8]. 

With the improvement of the recognition accuracy of the neural network of deep learning [9]–[11] in 
various fields, more and more excellent loss functions emerge continuously. Start from the simplest 0–1 
Loss function, because the 0–1 loss function is too idealistic, strict, and the mathematical properties is not 
very good, it is difficult to optimize problem, derived the perceptron loss, it for predicting result is not like 
a 0–1 loss function must be 0 or 1, but give an error range, as long as within the error range, is believed to 
be correct, and with the square of the difference between predicted values and real values as quadratic loss 
function loss function and a logarithmic as the log of loss function loss and so on. 

For different application fields, different loss functions may produce completely different effects, so 
it is extremely important to design targeted loss functions. With the wide development and application of 
face recognition, many excellent designed to applied to face recognition of the loss function are constantly 
emerging, in the optimization of the distance between the class and class distance has made constant 
progress, the accuracy of face recognition neural network, and it has been far more than the human 
recognition accuracy is 97.53% [13],  the latest face recognition accuracy was more than 99%, this is largely 
due to the loss function of optimization, so until now, there are many researchers devote themselves to the 
application of neural network in various fields of loss function design and optimization work. 

2 Related Work of Loss Function in Face Recognition 
In this section, this paper mainly introduces the defects of the application of traditional loss function 

in the field of face recognition and the requirements of designing an excellent neural network for face 
recognition.  

2.1 Face Recognition 
Early algorithms are based on geometric features algorithm, based on template matching algorithm, 

subspace algorithm and other types. Masi et al. [14] summarizes the important algorithms and comparisons 
in the DeepFace field. Gutta, etc., [15] proposed the hybrid neural network, such as Lawrence [16] by a 
multistage SOM sample clustering, the convolutional neural network (CNN) [17] is used in face 
recognition, Lin [18], such as the neural network method based on probabilistic decision, Demers, etc., 
principal component neural network method is proposed to extract the face image feature, using 
autocorrelation neural network further compression characteristics, finally MLP is used to realize face 
recognition. Er et al. used PCA [19] for dimension compression, then extracted features with LDA [20], 
and then performed face recognition based on RBF. Haddadnia et al. [21] used RBF neural network based 
on PZMI features and hybrid learning algorithm for face recognition. The advantage of neural network is 
to acquire the recessive expression of these rules and rules through the learning process, and it has strong 
adaptability. With the rapid development of deep learning and its strong learning ability, DeepFace [12] 
and DeepID [13] obtained the best effect on the LFW data set, surpassing humans for the first time in 
unconstrained scenarios, and the mainstream algorithms of face recognition also changed from traditional 
algorithms based on geometric features to algorithms based on neural networks. A complete and 
mainstream face recognition network is shown in Fig. 1. 

FR differs from the general image classification task because of the natural particularity of human 
faces, that is, the intra-class gap is small and the inter-class gap is large. These problems also encourage a 
large number of researchers to work on the structure of neural network and loss function in the field of face 
recognition, which greatly improves the discriminability and generalization of depth model. At the same 
time, a large number of face training data sets and methods have emerged. 

Images of the same person may look very different under different external conditions, such as posture, 
lighting and occlusion, resulting in large intra-class gaps and inter-class similarities. Therefore, how to 
narrow the intra-class gap and expand the inter-class gap is the key direction of face recognition research. 
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FR differs from the general image classification task because of the natural particularity of human faces, 
that is, the intra-class gap is small and the inter-class gap is large. These problems also encourage a large 
number of researchers to work on the structure of neural network and loss function in the field of face 
recognition, which greatly improves the discriminability and generalization of depth model. At the same 
time, a large number of face training data sets and methods have emerged. 

 
Figure 1: A complete and mainstream face recognition network [14] 

Images of the same person may look very different under different external conditions, such as posture, 
lighting and occlusion, resulting in large intra-class gaps and inter-class similarities. Therefore, how to 
narrow the intra-class gap and expand the inter-class gap is the key direction of face recognition research. 

In order to achieve better face recognition performance, the work mainly has two aspects, focusing on 
the construction of network structure [22]–[24] (such as VGGNet, GoogLeNet, ResNet) and loss function 
design. It is very important to construct an efficient learning loss function for face recognition. Softmax 
loss is able to solve classification problems directly. However, the disadvantage of Softmax is that it only 
encourages feature differentiation and does not work well in the face space. As an alternative, comparative 
loss [25] and triplet loss [26] constructed image pair and triad loss functions respectively. The DeepID [27] 
network was trained by combining classification and verification loss. 

With the rapid progress and widespread popularity of GPU devices, the precision of face recognition 
based on deep learning method is also constantly improving, and has been widely applied in the real world. 

2.2 Basic Concepts of Loss Function 
Loss function (Cost function) is a function that maps a random event in real life into a non-negative 

real number in a European space, the loss of the random event is represented. The loss function can be a 
tool to better reflect the gap between the predicted value of the neural network and the actual tag, and the 
understanding of the loss function can better analyze and learn the subsequent optimization tools (gradient 
descent, etc.). 

2.3 The Defects of Traditional Loss Function 
The traditional loss function has a good effect in image processing, however, due to the traditional loss 

like softmax loss in the field of face recognition, at the time of convergence quickly, but the accuracy will 
not rise again in about 90%. On the one hand, it cannot be metric softmax as explicit learning optimization 
between class and class in the distance, so performance is not very good. Softmax encourages the real target 
category output to be larger than other categories, but does not require it to be much larger. For feature 
embedding of face recognition, softmax encourages separation of features of different categories, but does 
not encourage much separation of features, in addition, getting feature generalization ability is strong is the 
key to face recognition, and classification ability is not completely equivalent. Therefore, designing loss 
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functions with better performance in optimizing inter-class distance and intra-class distance is the most 
important task in the design of loss functions in the field of face recognition. 

2.4 Design Criteria of Loss Function in Face Recognition Field 
Face recognition task, which is different from traditional image recognition neural network, general 

test sets are much larger than the training set, and require training set and testing set does not overlap, so in 
the design of a great loss of face recognition function, as well as considering the optimization of the inter-
class, as introduced in Section 2.4.1, also want to consider the optimization of the intra-class distance, as 
introduced in Section 2.4.2. 

2.4.1 The Optimization of the Inter-Class 
Because of face recognition is an important task to be distinguish different faces, so in the mapping 

characteristics of space, the distance between the different persons should be expanded, as far as possible. 
Sphereface, ArcFace, etc., are used, which will feature vector into the cosine vector, through training the 
different categories of cosine vector orthogonal to enlarge the distance between the classes. 

2.4.2 The Optimization of the Inter-Class 
Another face recognition task is the same kind of input image is to be able to identify the same class, 

so in the feature space, the distance between the vector of the same person should be as narrow as possible, 
center loss is based on the original loss function and the square of the distance within a class item as a 
function of punishment, to achieve the purpose of reduce the intra-class gap. 

3 Excellent Loss Function in Face Recognition 
This article focuses on four losses that practical perform very well in human face recognition and is 

widely used in the loss of function, they include the loss that add a penalty term method to optimize the 
original function method and the loss based on angular/cosine margin, so as to realize enlarge the distance 
between the classes at the same time to reduce the gap in the class of the optimization goal. 

3.1 The Loss that Add a Penalty Term Method 
In-line equations/expressions are embedded into the paragraphs of the text. For example, 2E mc=  . 

In-line equations or expressions should not be numbered and should use the same/similar font and size as 
the main text. 

3.1.1 Center Loss 
Center Loss [28] is an optimization of the original softmax loss function, it adds the square sum of the 

distance between samples and similar samples into the original loss function as a penalty term, as shown in 
formula (1): 

𝐿𝐿 = 𝐿𝐿𝑠𝑠 + 𝜇𝜇𝐿𝐿𝑐𝑐 = −∑ 𝑙𝑙𝑙𝑙𝑙𝑙 𝑒𝑒𝑊𝑊𝑦𝑦𝑖𝑖
𝑇𝑇 𝑥𝑥𝑖𝑖+𝑏𝑏𝑦𝑦𝑖𝑖

∑ 𝑒𝑒
𝑊𝑊𝑗𝑗
𝑇𝑇𝑥𝑥𝑖𝑖+𝑏𝑏𝑗𝑗𝑛𝑛

𝑗𝑗=1

𝑚𝑚
𝑖𝑖=1 + λ

2
∑ ||𝑥𝑥𝑖𝑖 − 𝑐𝑐𝑦𝑦𝑗𝑗||2

2𝑚𝑚
𝑖𝑖=1                                                                                   (1) 

wherein, 𝐿𝐿𝑠𝑠 is the traditional Softmax Loss, 𝐿𝐿𝑐𝑐  is the penalty item in Center Loss, and 𝜇𝜇 is the penalty 
coefficient. The specific gravity between Softmax Loss and the penalty item can be controlled by adjusting 
the size of λ. Softmax cross entropy is responsible for increasing inter-class distance, while center-Loss is 
responsible for reducing intra-class distance, so that the learned feature discrimination degree will be higher. 
The selection of λ is also very important for the whole neural network. Because if λ is too small, it cannot 
narrow the inter-class distance, while λ is too large to cause the problem of underfitting. 

Through data distribution visualization technology, we obtained data distribution diagrams under 
different λ through experiments, as shown in Fig. 2. It is obvious that Center Loss has a good effect on 
narrowing the in-class distance. 
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Figure 2: The impact of different λ on the data distribution in the Center Loss model [28] 

3.1.2 Orthogonality Loss 
Orthogonality Loss [29] was proposed in 2020, it makes a reasonable theoretical analysis of the effect 

of angular/cosine edge Loss on the increase of inter-class distance, and then proposes the Orthogonality 
Loss according to the characteristics of random vector distribution in high-dimensional feature space. It 
enhances the recognition ability of deep face features by punishing the mean value and second moment of 
the weight matrix of the generated feature vectors. Orthogonality Loss divides the entire Loss function into 
three parts, one is the traditional Softmax Loss function, and the other two are added penalty terms. As 
shown in Fig. 3, the axis of symmetry of the 𝐿𝐿𝑓𝑓𝑠𝑠𝑚𝑚 constraint cosine similarity curve is around 0. However, 
it is not enough to distinguish W, in this case, the second sample moment is considered as another loss 
(𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚), which makes the cosine similarity curve steeper. 𝐿𝐿𝑓𝑓𝑠𝑠𝑚𝑚 combined with 𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚 can provide a better 
minimum gradient and help the network to meet the constraint of weight vector being close to orthogonal 
in high dimension. 

 
Figure 3: The overview of Orthogonality loss framework [29] 

 

The mathematical formula for this is formula (2): 
𝐿𝐿𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶𝑶 = 𝐿𝐿𝑠𝑠 + 𝜇𝜇𝐿𝐿𝑓𝑓𝑠𝑠𝑚𝑚 + 𝜎𝜎𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚                                                                                                          (2) 

Among them: 
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𝐿𝐿𝑓𝑓𝑠𝑠𝑚𝑚 = 𝐸𝐸2(𝑤𝑤𝑇𝑇𝑤𝑤) = ( 2
𝑛𝑛(𝑛𝑛−1)

∑ 𝑤𝑤𝑖𝑖𝑇𝑇𝑤𝑤𝑗𝑗0≤𝑖𝑖<𝑗𝑗≤𝑛𝑛 )2                                                                                             (3)  

𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚 = 𝐸𝐸((𝑤𝑤𝑇𝑇𝑤𝑤)2) = 2
𝑛𝑛(𝑛𝑛−1)

∑ (𝑤𝑤𝑖𝑖2𝑤𝑤𝑗𝑗)20≤𝑖𝑖<𝑗𝑗≤𝑛𝑛                                                                                        (4) 

where, 𝑛𝑛 represents the number of categories in the sample, and 𝑤𝑤 represents the weight matrix. 
According to the chain rule, the network can easily calculate the back propagation flow of orthogonal 

loss. Since this is a convex optimization problem, we use standard stochastic gradient descent to optimize 
the orthogonal loss. This paper summarizes the calculation process of loss value and gradient value in the 
algorithm, such as Algorithm 1. 
 
Algorithm 1   Orthogonality Loss 
 
Input: Training Data {𝑥𝑥𝑖𝑖}, the last fully connected layer weights 𝑊𝑊 ∈ 𝑅𝑅𝑑𝑑∗𝑛𝑛, hyperparameter 𝛼𝛼,𝛽𝛽, 
learning rate 𝜇𝜇. 
Output: 𝑊𝑊 
1. while not converged do 
2. 𝑡𝑡 = 𝑡𝑡 + 1 
3. Calculate the first loss 𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝑓𝑓𝑠𝑠𝑚𝑚𝑡𝑡 = 𝐸𝐸2(𝑤𝑤𝑇𝑇𝑤𝑤) 
4. Calculate the second loss 𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚𝑡𝑡 = 𝐸𝐸((𝑤𝑤𝑇𝑇w)2) 
5. Calculate the joint loss 𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝑂𝑂𝑂𝑂𝑡𝑡 = 𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿∗𝑡𝑡 + 𝛼𝛼𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝑓𝑓𝑠𝑠𝑚𝑚𝑡𝑡 + 𝛽𝛽𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚𝑡𝑡  

6. Calculate the backpropagation process 𝜕𝜕𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑂𝑂𝑂𝑂
𝑡𝑡

𝜕𝜕𝑤𝑤𝑖𝑖
𝑡𝑡  for each 𝑖𝑖 by 𝜕𝜕𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑂𝑂𝑂𝑂

𝑡𝑡

𝜕𝜕𝑤𝑤𝑖𝑖
𝑡𝑡 = 𝜕𝜕𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠∗𝑡𝑡

𝜕𝜕𝑤𝑤𝑖𝑖
𝑡𝑡 +

𝜕𝜕𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓
𝑡𝑡

𝜕𝜕𝑤𝑤𝑖𝑖
𝑡𝑡 + 𝜕𝜕𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡

𝜕𝜕𝑤𝑤𝑖𝑖
𝑡𝑡  

7. Update the parameters 𝑤𝑤𝑖𝑖 by 𝑤𝑤𝑖𝑖
𝑡𝑡+1 = 𝑤𝑤𝑖𝑖

𝑡𝑡 − 𝜇𝜇 𝜕𝜕𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑂𝑂𝑂𝑂
𝑡𝑡

𝜕𝜕𝑤𝑤𝑖𝑖
𝑡𝑡  

8. return 

Orthogonality Loss has achieved superior performance in feature extraction compared with normal 
orthogonal methods, and the weights of the last full connection layer in the network represent the center of 
category. Softmax loss was used to optimize the sample features and make them approximate to the weight 
vector. Therefore, regularization of weight vectors is very significant for increasing the distance between 
classes. In Tab. 1. 

Table 1: Performance comparison of whether Orthogonality Loss should be applied [29] 

Different Loss IJB-A:Verif IJB-A:Identif 

0.01 0.1 Rank1 Rank5 
LSFS [30] 73.3 89.5 82.0 92.9 
Triplet [31] 79.0 89.5 88.0 05.0 

W&F-norm [32] 88.54 95.41 90.06 93.96 
W&F norm+OL 90.10 95.95 90.72 94.36 
SphereFace [33] 90.34 96.21 91.13 94.83 
SphereFace+OL 93.26 96.76 93.31 95.60 

CosFace [34] 94.28 97.07 93.58 95.88 
CosFace+OL 94.56 97.40 93.69 95.70 
ArcFace [35] 93.68 96.75 93.22 95.51 
ArcFace+OL 94.15 97.26 93.50 95.70 

For the current mainstream facial recognition neural network structure, Orthogonality Loss has been 
applied, and the effect has been significantly improved. Fig. 4(b) also indicates that Orthogonality Loss 
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guarantees more Orthogonality of feature vectors. During each iteration, depth feature regularization 
punishes only 256 sample features, while Orthogonality Loss can simultaneously optimize up to five 
thousands weight vectors to obtain more accurate gradient directions. 

For visual understanding, the histogram of cosine similarity between the weight vector and the feature 
vector is plotted in Fig. 4. The Orthogonality Loss method is used to approximate to 1/𝑑𝑑 to obtain the 
histogram of cosine similarity, and it is found that the histogram is sharper at this time, which means that 
our method is more likely to make the weight vector close to orthogonal. 

 
Figure 4: Performance comparison of whether Orthogonality Loss should be applied. By approximating 1

𝑑𝑑
, 

the Orthogonality Loss has the weight vector shown in (a) and the cosine similarity histogram of the feature 
vector shown in (b). 𝜇𝜇 and 𝜎𝜎are the mean and second order values of the cosine similarity[29] 

3.2 The Loss Based on Angular/Cosine Margin 
In the discriminative feature of human faces, our goal is to obtain discriminative feature. Since most 

of the discriminative features of face recognition are open-set identification, the training set cannot include 
all the faces. Therefore, at this time, margin is needed to implement the perfect constraint, namely, the 
maximum inter-class distance < the minimum inter-class distance. 

The reason why intra-class aggregate classes are separated is that, for example, when the loss value 
drops to a certain fixed value during training, the e index terms with and without Margin are equal, so 
𝜃𝜃𝑦𝑦𝑖𝑖with Margin needs to be reduced relatively. In this way, the training with Margin reduces the Angle 
between the input features and weights of category 𝑖𝑖. From the graphs of some angles, it can be seen that 
Margin squeezes 𝜃𝜃𝑦𝑦𝑖𝑖into more classes and aggregates it, thus making 𝜃𝜃𝑦𝑦𝑖𝑖  more separate from other classes. 

Sections 3.2.1–3.2.4 are introduced in this paper based on this idea of loss functions. 

3.2.1 L-Softmax 
Cross entropy loss and softmax are probably the most widely used loss functions in convolutional 

neural networks. Although relatively simple, popular and effective, it does not significantly encourage the 
learning of distinguishing features. Thus, Large-Magrin Softmax loss (LMSL, L-softmax) loss is proposed, 
which promotes the intra-class compactness and interclass separability between learning features to a great 
extent. In addition, L-softmax is able to adjust the required borders and avoid overfitting. We also show 
that L-softmax losses can be optimized for typical stochastic gradient descent. A lot of experiments show 
that the L-softmax lost feature with deep learning has stronger recognition ability, which significantly 
improves the performance of network for image classification and verification. 

The author proposes that the motive of Large-Magrin Softmax loss (LMSL, L-softmax) [32] is to 
generate a decision margin by adding a margin that is positive, which can more strictly restrict the original 
formula, such as formula (5): 

javascript:;
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�|𝑊𝑊1|�||𝑥𝑥||𝑐𝑐𝑙𝑙𝐿𝐿𝜃𝜃1 ≥ �|𝑊𝑊1|�||𝑥𝑥||𝑐𝑐𝑙𝑙𝐿𝐿(𝑚𝑚𝜃𝜃1) ≥ �|𝑊𝑊2|�||𝑥𝑥||𝑐𝑐𝑙𝑙𝐿𝐿𝜃𝜃2                                                                  (5) 
When learning similar samples, we deliberately enhance the difficulty of similar learning, which is 

more difficult than that of different types. This kind of distinction treatment makes the feature 
distinguishability enhanced. 

According to the idea in the previous section, L-Softmax loss can be written as formula (6): 

𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝐿𝐿−𝑠𝑠𝐿𝐿𝑓𝑓𝑡𝑡 = − 1
2𝑁𝑁
∑ 𝑒𝑒

��𝑊𝑊𝑦𝑦𝑖𝑖��||𝑥𝑥𝑖𝑖||𝜑𝜑(𝜃𝜃𝑦𝑦𝑖𝑖)

𝑒𝑒
��𝑊𝑊𝑦𝑦𝑖𝑖��||𝑥𝑥𝑖𝑖||𝜑𝜑(𝜃𝜃𝑦𝑦𝑖𝑖)

+∑ 𝑒𝑒
��𝑊𝑊𝑗𝑗��||𝑥𝑥𝑖𝑖||𝜑𝜑(𝜃𝜃𝑗𝑗)

𝑗𝑗≠𝑦𝑦𝑖𝑖

𝑖𝑖                                                                           (6) 

In order to simplify forward and backward propagation, an approximate function formula (7) is 
constructed to replace 𝜑𝜑(𝜃𝜃). 

𝜔𝜔(𝜃𝜃) = (−1)𝑛𝑛 cos(𝑚𝑚𝜃𝜃)− 2𝑛𝑛,    𝜃𝜃𝜃𝜃[𝑛𝑛𝑛𝑛
𝑚𝑚

, (𝑛𝑛+1)𝑛𝑛
𝑚𝑚

]                                                                                           (7) 

We applied the L-Softmax loss function to the neural network and trained and tested it on MINST. By 
visualizing the process, we could obtain the data distribution like Fig. 5. 

 
Figure 5: Comparison of distributions of different Margins on training sets and test sets [32] 

Among them, the learning features L-softmax becomes more compact and well separated. 

3.2.2 Sphereface 
Sphereface(Angular softmax,A-softmax) [33] achieves its goal of narrowing the in-class distance 

while widening the inter-class distance by transforming the weight matrix and introducing margin methods. 
Sphereface first converts the original weight matrix into an included Angle by normalizing W and letting 
bias set zero, so that all features after the mapping are on the same hypersphere. At this point, the loss 
function is shown in formula (8): 

𝐿𝐿𝑚𝑚𝐿𝐿𝑑𝑑 = 1
𝑁𝑁
∑ −𝑙𝑙𝑙𝑙𝑙𝑙 ( 𝑒𝑒||𝑥𝑥𝑖𝑖||𝑐𝑐𝑐𝑐𝑓𝑓 (𝜃𝜃𝑦𝑦𝑖𝑖 ,𝑖𝑖)

∑ 𝑒𝑒||𝑥𝑥𝑖𝑖||𝑐𝑐𝑐𝑐𝑓𝑓 (𝜃𝜃𝑗𝑗,𝑖𝑖)
𝑗𝑗

)𝑖𝑖                                                                                                                                      (8) 

At this point, the optimal inner product has changed to the optimal Angle, so the decision boundary of 
the category is completely determined by the Angle. The decision boundary becomes more concise and 
clear, and is also more in line with the image interpretation of the hypersphere. However, this optimization 
is not enough. In order to further narrow the distance between classes and expand the distance between 
classes, Sphereface introduces the idea of Margin, and the following formula is shown in formula (9): 
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𝐿𝐿𝑠𝑠𝑠𝑠ℎ𝑒𝑒𝑂𝑂𝑒𝑒 = − 1
𝑁𝑁
∑ log ( 𝑒𝑒||𝑥𝑥𝑖𝑖||𝑐𝑐𝑐𝑐𝑓𝑓 (𝑓𝑓𝜃𝜃𝑦𝑦𝑖𝑖 ,𝑖𝑖)

𝑒𝑒||𝑥𝑥𝑖𝑖||𝑐𝑐𝑐𝑐𝑓𝑓 (𝑓𝑓𝜃𝜃𝑦𝑦𝑖𝑖 ,𝑖𝑖)+∑ 𝑒𝑒||𝑥𝑥𝑖𝑖||𝑐𝑐𝑐𝑐𝑓𝑓 (𝜃𝜃𝑗𝑗,𝑖𝑖)
𝑗𝑗≠𝑦𝑦𝑗𝑗

)𝑖𝑖                                                                                    (9) 

It is worth noting that in order to ensure the monotonically decreasing nature of the cos (𝜃𝜃) function, 
we use formula (10) as the approximate function of the  cos (𝜃𝜃). 

𝜔𝜔(𝜃𝜃) = (−1)𝑛𝑛 cos(𝑚𝑚𝜃𝜃)− 2𝑛𝑛,    𝜃𝜃𝜃𝜃[𝑛𝑛𝑛𝑛
𝑚𝑚

, (𝑛𝑛+1)𝑛𝑛
𝑚𝑚

]                                                                                        (10) 

The loss function of A-Softmax was applied to MNIST, and its two-dimensional characteristic 
distribution was visualized as shown in Fig. 6. It is obvious that when margin is larger, the discriminability 
of learning features will be stronger due to the larger inter-class angular margin.Most significantly, the 
feature distinctions it learns can be well applied to other data sets. 

 
Figure 6: Comparison of data distributions in different margin between Original and A-softmax [33] 

3.2.3 CosFace 
CosFace (Large Margin Cosine Loss, LMCL) [34] is a further optimization of Sphereface,it 

respectively for 𝑊𝑊 and 𝑥𝑥 do L2 Normalization, the norm of them is 1, let all input after mapping space in 
the same hypersphere，but with 𝑥𝑥 after Norm may appear too small, leading to softmax value is too small, 
eventually leading to training when the loss is too big, so the need for a scaling, fixed for 𝐿𝐿. 

After this, the purpose of this article is from the Angle of inner product to optimize, but learning to 
feature still is separable, haven't reach the discriminative features. So we introduced a cosine margin 
constraint to measure, so that the category of the current sample still belonged to this category after 
subtracting a magin. Such as formula (11): 
cos(𝜃𝜃1) −𝑚𝑚 > cos (𝜃𝜃2)                                                                                                                             (11) 

Then loss is shown in formula (12) [34]: 

𝐿𝐿𝑐𝑐𝐿𝐿𝑠𝑠𝑖𝑖𝑛𝑛𝑒𝑒 = 1
𝑁𝑁
∑ −𝑙𝑙𝑙𝑙𝑙𝑙 𝑒𝑒𝑓𝑓(cos�𝜃𝜃𝑦𝑦𝑖𝑖 ,𝑖𝑖�−𝑓𝑓)

𝑒𝑒𝑓𝑓(cos�𝜃𝜃𝑦𝑦𝑖𝑖 ,𝑖𝑖�−𝑓𝑓)+∑ 𝑒𝑒𝑓𝑓(cos�𝜃𝜃𝑗𝑗,𝑖𝑖�)
𝑗𝑗≠𝑦𝑦𝑖𝑖

𝑖𝑖                                                                                     (12) 

among them: 

𝑊𝑊 = 𝑊𝑊∗

�|𝑊𝑊∗|�
                                                                                                                                                  (13) 

𝑥𝑥 = 𝑥𝑥∗

�|𝑥𝑥∗|�
                                                                                                                                                     (14) 

cos�𝜃𝜃𝑗𝑗, 𝑖𝑖� = 𝑊𝑊𝑗𝑗
𝑇𝑇𝑥𝑥𝑖𝑖                                                                                                                                       (15) 

We used a mini-experiment with Eight two-dimensional identities. The pictures in first row maps the 
feature to the Euclidean space, and the other row represents the feature to the angular space. With the 
increase of guarantee margin, this gap becomes obvious, as shown in Fig. 7. 
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The idea of CosFace is similar to SphereFace. It eliminates radial changes through L2 normalization 
features and weight vectors, and introduces margin, which improves the effect of the real model to a certain 
extent. 

 
Figure 7: A toy experiment of LMCL [34] 

3.2.4 ArcFace 
ArcFace [35] was published by Imperial College London on January, 2018. ArcFace is an improved 

algorithm based on SphereFace, which significantly expand the distance of inter-class and decrease the 
intra-class distance by using the normalization and additive Angle interval of eigenvectorss. 

Additive Angular Margin Loss is an Additive Angular Margin Loss that directly normalizes the 
eigenvectors and weights. An Angle interval m is added to theta, making the Angle interval more direct 
than the cosine interval affects the Angle. The biggest difference and optimization between ArcFace and 
Cosine loss was that ArcFace maximized classification limits directly in the angular space, while CosFace 
maximized classification limits in the Cosine space. From the perspective of hypersphere space, the angles 
in the normalized hypersphere correspond directly to radians, so it is more effective to optimize the angles 
directly. Meanwhile, ArcFace does not need to be optimized jointly with other original loss functions, which 
increases its stability and easy convergence, so ArcFace is more direct and effective. The ArcFace formula 
is shown in formula (16) [35]: 

𝐿𝐿𝑎𝑎𝑂𝑂𝑐𝑐𝑓𝑓𝑎𝑎𝑐𝑐𝑒𝑒 = − 1
𝑁𝑁
∑ 𝑙𝑙𝑙𝑙𝑙𝑙 𝑒𝑒𝑓𝑓(cos (𝜃𝜃𝑦𝑦𝑖𝑖+𝑓𝑓))

𝑒𝑒𝑓𝑓(cos (𝜃𝜃𝑦𝑦𝑖𝑖+𝑓𝑓))+∑ 𝑒𝑒𝑓𝑓(𝑐𝑐𝑐𝑐𝑓𝑓𝜃𝜃𝑗𝑗)
𝑗𝑗≠𝑦𝑦𝑖𝑖

𝑖𝑖                                                                                     (16) 

The specific ArcFace network structure is shown in Fig. 8. 
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Figure 8:  The network structure of ArcFace [35] 

As shown in Fig. 2, firstly, the input weight matrix W was normalized and the feature 𝑥𝑥𝑖𝑖  was 
normalized and scaled. Based on 𝑊𝑊𝑗𝑗  and 𝑥𝑥𝑖𝑖 , logit (𝑐𝑐𝑙𝑙𝐿𝐿𝜃𝜃𝑗𝑗 ) could be obtained, and then the Angle 𝜃𝜃𝑦𝑦𝑖𝑖 
between the feature and weight matrix was obtained by using the function 𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐𝑙𝑙𝐿𝐿𝜃𝜃. Then we add an angular 
distance penalty𝑚𝑚on Angle 𝜃𝜃𝑦𝑦𝑖𝑖, by characteristic scaling 𝐿𝐿，we multiply cos (𝜃𝜃𝑦𝑦𝑖𝑖 + 𝑚𝑚) and all logits, and 
finally using softmax to obtain the cross entropy loss. 

ArcFace is easy to program and easy to apply, so it can be easily applied to most existing mature 
networks to further improve performance. We use MxNet to write the pseudo-code of ArcFace, which is 
very easy to program and portability. Therefore, it can be flexibly applied in most mainstream networks. 

We also carried out a mini experiment on ArcFace. Softmax and ArcFace under the experiment 
contained 8 identity and 2D functions. The dots represent samples, and the lines represent the central 
direction of each identification. On the basis of feature normalization, ArcFace pushes all face features into 
an arc space with a fixed radius. Due to the effect of margin, the distance gap between different classes with 
the minimum distance becomes obvious. As shown in Fig. 9. 

 
Figure 9:  A toy experiment between softmax and ArcFace 

4 The Triplet Loss and the Joint Loss of HST Loss and ACT Loss 
4.1 Triplet Loss 

In order to solve the problem that the intra-class distance is not large enough and the distance of inter-
classes is not compact enough when softmax is applied in the field of face recognition. In 2015 FaceNet 
introduced a new loss function called Triplet Loss [26]. It has shown very good performance when learning 
human face embedding. The reason is that similar faces are embedding very close in the embedding space 
and can be used for recognizing the same face. 

The principle of Triplet Loss is that it enters a triple when calculating the loss. The triad includes a 
target image, a positive sample image (an image of the same category as the sample), and a negative sample 
image (an image of different categories as the sample). The example of the relationship between the three 
is shown in Fig. 10. 

It is worth noting that the distance between samples of the same category in the final embedding space 
is small, and the distance between samples of different categories will be small as well. Therefore, we need 
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to add margin. Through optimization, the distance between the target image and the positive sample is 
continuously reduced (𝑑𝑑(𝑎𝑎, 𝑝𝑝) → 0). 

Meanwhile, the distance between the target image and the negative sample increases continuously 
(𝑑𝑑(𝑎𝑎,𝑛𝑛) > 𝑚𝑚𝑎𝑎𝑎𝑎𝑙𝑙𝑖𝑖𝑛𝑛), to achieve the goal of expanding the distance between classes and shrinking the 
distance within classes in the mapping space. 

 
Figure 10: An example of the triplet in Triplet loss 

So for the resulting triad, there are three different scenarios: 
1. Easy: refers to the distance from the sample to the positive sample in a triplet is naturally closer 
than the distance from the negative sample, and the margin is greater than a margin, as shown in 
formula (17): 

𝑑𝑑𝐿𝐿𝑖𝑖𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑝𝑝) + 𝑚𝑚𝑎𝑎𝑎𝑎𝑙𝑙𝑖𝑖𝑛𝑛 < 𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑛𝑛)                                                                                      (17) 
2. Hard: Means that the distance from the sample to the positive sample in the triplet is greater than 
the distance from the negative sample, as shown in formula (18): 

𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑝𝑝) > 𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑛𝑛)                                                                                                        (18) 
3. Semi-hard: Although the distance from the sample to the positive sample is less than the distance 
from the negative sample, the difference is less than a margin, i.e., a triplet with too small inter-class 
distance, as shown in Formula 19: 

𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑝𝑝) < 𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑛𝑛) < 𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑝𝑝) + 𝑚𝑚𝑎𝑎𝑎𝑎𝑙𝑙𝑖𝑖𝑛𝑛                                                   (19) 
4. In FaceNet, semi-hard triples are usually selected for training, but semi-hard and hard triples can 
also be used for joint training. For each input sample, its loss function is shown in formula (20): 

𝐿𝐿𝑠𝑠𝑎𝑎𝑚𝑚𝑠𝑠𝑠𝑠𝑒𝑒 = max (𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑝𝑝) − 𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑎𝑎,𝑛𝑛) + 𝑚𝑚𝑎𝑎𝑎𝑎𝑙𝑙𝑖𝑖𝑛𝑛, 0)                                                            (20) 
So we have the final loss function, which is formula (21): 

𝐿𝐿𝑡𝑡𝑂𝑂𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑡𝑡 = 1
2𝑁𝑁
∑ [��𝑓𝑓(𝑥𝑥𝑖𝑖𝑎𝑎)− 𝑓𝑓�𝑥𝑥𝑖𝑖

𝑠𝑠���
2

2
− �|𝑓𝑓(𝑥𝑥𝑖𝑖𝑎𝑎)− 𝑓𝑓(𝑥𝑥𝑖𝑖𝑛𝑛)|�2

2 + 𝑚𝑚𝑎𝑎𝑎𝑎𝑙𝑙𝑖𝑖𝑛𝑛]𝑁𝑁
𝑖𝑖                                                   (21) 

As you can see from Fig. 11, with just two epochs, the jumbled data has revealed a different class of 
features, suggesting that Triplet Loss has great performance, due to the huge amount of training, the 
traditional Triplet loss will suffer from problems such as slow convergence and instability, so that there is 
room for improvement. 
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        (a). Original MINIST distribution            (b). Distribution after Triplet loss training 

Figure 11: Comparison of data distribution before and after Triplet Loss training 

4.2 The Joint Loss of HST Loss and ACTLoss              
4.2.1 HST Loss 

Since Triplet Loss presents excellent effects in face recognition, such as face re-identification [36], it 
is of great significance to improve the Triplet Loss. To address the disadvantages of the Triplet loss, the 
optimized method is based on the Triple selected. But, due to the random selection of unconstrained triplet 
samples, the distance distribution between and within classes is not clear, which makes the network unstable 
and leads to convergence difficulties, and it is also quiet hard to find a perfect threshold for face verification. 

Therefore, based on the hard sample triplet [26], the idea of HST loss [37] (that is to constrain the 
Triplet sample loss) is proposed to tackle the problem above, and it send the maximum intra-class distance 
and the minimum inter-class distance to the loss function. The HST loss alleviates the slow convergence 
and instability of the traditional Triplet loss to some extent under the condition that the distance within the 
largest category is less than the distance between any classes. As is shown in Fig. 12. 

 
Figure 12:  The network structure of ArcFace 

Its mathematical formula is shown in formula (22): 

𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝐻𝐻𝐻𝐻𝑇𝑇 = 1
𝐶𝐶∗𝑁𝑁

∑ [ max
𝑥𝑥𝑗𝑗,𝑦𝑦𝑖𝑖=𝑦𝑦𝑗𝑗

𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑 �𝑓𝑓(𝑥𝑥𝑖𝑖),𝑓𝑓�𝑥𝑥𝑗𝑗�� − min
𝑥𝑥𝑘𝑘,𝑦𝑦𝑘𝑘≠𝑦𝑦𝑖𝑖

𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑�𝑓𝑓(𝑥𝑥𝑖𝑖) − 𝑓𝑓(𝑥𝑥𝑘𝑘)� + 𝑚𝑚𝑎𝑎𝑎𝑎𝑙𝑙𝑖𝑖𝑛𝑛]𝑥𝑥𝑖𝑖                      

                                                                                                                                                                   (22) 

Among them, 𝐶𝐶 stands for the number of categories in a batch and N represents the number of samples 
per class. If 𝑥𝑥𝑖𝑖 and 𝑥𝑥𝑗𝑗 are samples of the same class, then 𝑦𝑦𝑖𝑖 = 𝑦𝑦𝑗𝑗. If 𝑥𝑥𝑖𝑖 and 𝑥𝑥𝑗𝑗 are samples of the different 
class, then 𝑦𝑦𝑖𝑖 ≠ 𝑦𝑦𝑗𝑗. 𝑓𝑓(𝑥𝑥) represents the eigenvector obtained by mapping the input 𝑥𝑥.  

4.2.2 ACT Loss 
Because when constructing a triple, the HST loss only consider the positive samples and negative 

samples relative distance of a given sample, without considering the other negative samples, therefore, the 
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problem that in the distance space some negative sample pairs might become positive sample pairs occurs 
due to the different categories of distance distribution, which affect the performance of the neural network. 

Since that, ACT [37] loss imposes an absolute constraint that the distance within the largest class is 
less than the distance between any classes. It's shown in the formula which is formula (23). 

𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝐴𝐴𝐶𝐶𝑇𝑇 = 1
𝐶𝐶∗𝑁𝑁

∑ [ max
𝑥𝑥𝑗𝑗,𝑦𝑦𝑖𝑖=𝑦𝑦𝑖𝑖

𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑 �𝑓𝑓(𝑥𝑥𝑖𝑖),𝑓𝑓�𝑥𝑥𝑗𝑗�� −𝑥𝑥𝑖𝑖

                                             min
𝑥𝑥𝑓𝑓,𝑥𝑥𝑛𝑛,𝑦𝑦𝑓𝑓≠𝑦𝑦𝑛𝑛

𝑑𝑑𝑖𝑖𝐿𝐿𝑡𝑡𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑�𝑓𝑓(𝑥𝑥𝑚𝑚),𝑓𝑓(𝑥𝑥𝑛𝑛)�+ 𝑚𝑚𝑎𝑎𝑎𝑎𝑙𝑙𝑖𝑖𝑛𝑛]                                            (23) 

As shown in Fig. 13, under the absolute constraint of formula (17), ACT Loss will increase the distance 
for any two negative classes, while shorten the positive classes. Therefore, compared with HST loss, it 
enhances the recognition of learning features. 

 
Figure 13:  Comparison before and after ACT Loss training 

4.2.3 The Combination of HST and ACT  
In order to alleviate the defects of HST algorithm which has advantages of fast convergence speed and 

stable network, we combine HST algorithm and ACT algorithm to construct the final loss function, and the 
proportion of the two in the final loss is controlled by the super parameter 𝛼𝛼, as shown in formula (24) [37]: 
𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝑗𝑗𝑖𝑖𝐿𝐿𝑛𝑛𝑡𝑡 = 𝛼𝛼𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝐻𝐻𝐻𝐻𝑇𝑇 + (1 − 𝛼𝛼)𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝐴𝐴𝐶𝐶𝑇𝑇                                                                                                                    (24) 
where 𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝐻𝐻𝐻𝐻𝑇𝑇 is formula 16 and 𝐿𝐿𝑙𝑙𝐿𝐿𝐿𝐿𝐴𝐴𝐶𝐶𝑇𝑇 is formula (17). 

Through experiments, we can clearly see that HST Loss tends to achieve better results than ordinary 
Triplet loss and Softmax loss functions, and optimizes the loss function based on the combination of HST 
and ACT to get the best results. As shown in the Tab. 2. 

Through adding an absolute constraint to the HST loss, the joint loss function alleviates the face 
authentication difficulties caused by the uneven distribution of distance between classes w ith different 
identities. The validity of the proposed method is verified on LFW. 

Through adding an absolute constraint to the HST loss, the joint loss function alleviates the face 
authentication difficulties caused by the uneven distribution of distance between classes w ith different 
identities. The validity of the proposed method is verified on LFW. and YTF data sets,respectively. This 
loss function can also be used for video-based recognition. 

Table 2: The verification rates at 1% FAR of different losses on LFW and YFT [37] 

Loss LWF (%) YTF (%) 
Triplet 96.40 85.45 
HST 98.41 89.86 

The joint 99.22 93.14 
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5 Conclusion 
In this paper, we first introduce the background and development of the field of face recognition, and 

focus on the importance of loss function to face recognition network performance. After introducing the 
loss function of the traditional neural network, this paper also illustrates that the classification result of the 
neural network needs a small intra-class distance while a large inter-class distance for the classification 
result of the face, and points out the shortcomings of the traditional loss function. Then in order to solve 
this problem, this paper mainly three parts introduced three kinds of solutions, one is the method of using 
add penalty term governing the loss function of traditional: center loss and Orthogonality loss, another is 
to use presents margin method, not direct optimization characteristic vector, but the Angle between the 
optimal weight matrix and the eigenvector or cosine of the Angle, this article mainly introduced the 
performance of very excellent SphereFace, CosFace, ArcFace. The last method is Triplet Loss, and a new 
joint loss function based on HST Loss and ACT Loss is proposed to alleviate the shortcoming of slow 
convergence and unstable traditional Triplet loss. This paper analyzes the advantages, disadvantages and 
application scenarios of the above loss functions. 

In addition to the above loss functions, there are also some rare but novel losses, such as [38]. Using 
von Mises-Fisher(vMF) hybrid model area as the theoretical basis, a novel vMF hybrid loss and its 
corresponding vMF depth characteristics were proposed. Chen et al. [39] proposed a method to simulate 
the early saturation of softmax by injecting annealing noise into it, etc. 
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