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Abstract: Object detection has been studied for many years. The convolutional 
neural network has made great progress in the accuracy and speed of object 
detection. However, due to the low resolution of small objects and the 
representation of fuzzy features, one of the challenges now is how to effectively 
detect small objects in images. Existing target detectors for small objects: one is 
to use high-resolution images as input, the other is to increase the depth of the 
CNN network, but these two methods will undoubtedly increase the cost of 
calculation and time-consuming. In this paper, based on the RefineDet network 
framework, we propose our network structure RF2Det by introducing Receptive 
Field Block to solve the problem of small object detection, so as to achieve the 
balance of speed and accuracy. At the same time, we propose a Medium-level 
Feature Pyramid Networks, which combines appropriate high-level context 
features with low-level features, so that the network can use the features of both 
the low-level and the high-level for multi-scale target detection, and the accuracy 
of the small target detection task based on the low-level features is improved. 
Extensive experiments on the MS COCO dataset demonstrate that compared to 
other most advanced methods, our proposed method shows significant 
performance improvement in the detection of small objects. 
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1 Introduction 
Object detection is to determine the location of the object to be searched in the image and to ascertain 

which category they belong to. With the great achievements in the field of image recognition based on the 
framework of deep learning in recent years, more and more researchers are attracting research in the field of 
target detection, and many object detection frameworks based on CNN have been proposed. They have 
significantly improved the performance of most benchmarks and have made great progress in object detection 
in terms of accuracy and speed. However, for the existing detectors, detecting small objects is still very 
challenging due to the low resolution of the pictures and the loss of small object features. 

There are two ways to define existing small objects, one is to compare relative scales, and the other is 
absolute scale. The relative scale is that the length and width of the target size is 0.1 of the input image size, 
and the absolute size is that the size of the object in the input image is less than 32 pixels × 32 pixels. Small 
object detection is important in a variety of situations, including autonomous vehicles, image analysis and 
understanding, intelligent monitoring, and behavioral recognition. There are three reasons for the difficulty of 
small target detection: the change of target scale, image resolution, and environmental factors. Generally 
speaking, the feature representation of the small object is insufficient. The existing CNN-based detection 
methods typically employ several merge/downsample operations in a feed-forward neural network. As the 
depth of the network increases, the spatial resolution of the target object in the input image is reduced by tens 
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or hundreds of times, which means that small objects that are already blurred in the input image are more 
difficult to recognize. In the solution of detecting small objects, the existing CNN-based target detection 
pipeline faces the dilemma: using high-resolution images as input leads to high computational cost, but using 
low-resolution images as input will lose the characteristic representation of small objects. Therefore, it leads 
to low precision, so it does not solve the problem well. 

In this paper, our main contributions are summarized as follow, based on the RefineDet [1] network 
framework, we propose our network structure RF2Det by introducing receptive field block (RFB) [2] to 
solve the problem of small target detection. The RFB is introduced to enhance the semantic information of 
the low-level feature map while enhancing the distinguishability and robustness of the low-level features. 
At the same time, we propose a Medium-level Feature Pyramid Networks, which combines high-level 
context features with low-level features, so that the network can simultaneously use the low-level and high-
level features for multi-scale target detection. Extensive experiments on the MS COCO dataset [3] show 
that the proposed method shows a significant performance improvement in the detection of small objects 
compared to existing detectors. 

The rest of this paper is organized as follows. We introduced the related work in Section 2. Then we 
describe our RF2Det framework in Section 3. Detailed experiments are presented in Section 4. Finally, we 
conclude in Section 5. 

2 Related Work 
Now the proposed object detectors can be roughly divided into two broad categories, one-stage detectors 

and two-stage detectors. One-stage detectors, such as Retinanet [4], SSD [5] and YOLO 9000 [6], these 
proposed network models combine extraction and detection into one, which can simultaneously give the 
object location and classification results. For two-stage detectors, such as fast R-CNN [7], RFCN [8] and FPN 
[9], they consist of a Regional Proposal Network (RPN) and a classification network. The Fast Detector Single 
Shot Multi-Box Detector has been greatly improved in speed for eliminating area recommendations and 
subsequent pixel resampling stage. To improve the accuracy of small objects, the deconvolution single shot 
detector [10] uses the SSD architecture as the baseline. Since the focus on improving accuracy by using 
ResNet-101, a lot of speed is inevitably sacrificed.  

Small target detection is a problem in the existing deep learning convolutional neural network model. 
It is even more difficult to achieve balance between accuracy and speed. By increasing the size of the input 
image [11], the performance of the small object can be improved because the corresponding small target is 
magnified, but this is treating symptoms and not the root cause. Some people use the image pyramid [12] 
to solve this problem, but it takes a lot of time to exchange for the improvement of precision, which is not 
a desirable solution. Other researchers [13–14] have designed a novel network architecture to integrate 
multiple high-level and low-level feature layers. The early object detection framework (R-CNN, YOLO 
Series) did not work well for small object detection. In the past two years, the method of using multi-layer 
feature maps has been proposed, such as feature pyramid, RNN idea, layer-by-layer prediction, which has 
significantly improved the effect of small object detection. 

Menikdiwela et al. [15] proposed a fine-tuned VGG16 network for detecting small objects such as 
spiders. Christian et al. [16] introduced an improved scheme for generating anchoring proposal and 
proposed modifications to Faster R-CNN to utilize higher resolution feature mapping for small objects. Cao 
et al. [17] aim to quickly detect small objects, using the best object detector single shot multi-box detector 
(SSD) based on accuracy and speed trade-off as the basic structure. They proposed a multi-level feature 
fusion method that introduces context information in SSD to improve the accuracy of small objects. Wang 
et al. [18] obtained a conclusion from the study of low-resolution images, a deeper network architecture, 
more filters or larger filter sizes do not contribute to the classification of small objects. In [19] and [20], 
Bell et al. considered the object detection of small objects in the context of Fast R-CNN. Wang et al. [21] 
research on small objects such as company logos, and improve the detection performance of small objects 
by considering the relationship among the three aspects: the feeling field of features, the size of objects to 
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be searched in the image, and the detection level. Yang et al. [22] solve this problem by creating multi-scale 
features for small objects by using key techniques such as skip pooling. Wang et al. [23] proposed a 
cascaded mask generation framework, which takes multi-scale images as input, to solve small target 
detection. Liang et al. [24] proposed a two-stage detector similar to Faster-RCNN, which can classify more 
accurately with relatively fewer parameters. 

3 RF2Det 
3.1 Network Architecture 

Our overall network structure is shown in Fig. 1. We use VGG-16 as our backbone network, which is 
pre-trained on the ILSVRC CLS-LOC dataset [25]. Then we convert the parameters of fc6 and fc7 of VGG-
16 into convolutional layers conv_fc6 and conv_fc7 by using sub-sampling parameters. 

Before the Hyper Anchor Refinement Module (HARM), the RFB module was introduced to enhance 
the semantic information of the low-level feature map, while enhancing the resolvability and robustness of 
the low-level features. Specifically, the features of conv3_3, conv4_3, conv5_3, and conv7_fc are now 
processed by the RFB module, conv3_3, conv4_3, conv5_3 modules use RFB-s, and conv7_fc modules 
use RFB. At the same time, we propose a Medium-level Feature Pyramid Networks, which combines 
opportune high-level context features with low-level features. The network can use the features of both the 
low-level and the high-level for multi-scale object detection, and the accuracy of small object detection 
tasks using low-level features is improved. 
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Figure 1: The architecture of RF2Det. The conv3_3, conv4_3, conv5_3 are tailed by RFB-s, and conv7_fc 
is tailed by RFB. It consists of the baseline VGG-16, Medium-level Feature Pyramid Networks, Hyper 
Anchor Refinement Module, Small Object Detection Module 
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Figure 2: The architecture of RFB-s 

3.2 Receptive Field Block 
Many recent works have confirmed that low-level feature maps are critical for small object detection. 

The low-level feature map preserves the rich spatial information of small objects, but because it is located 
at the lower level of the whole network, the extracted features are not enough to represent the information 
of the small objects. By introducing the RFB module into the RefineDet, multi-branch pooling with varying 
kernels is used for the lower-level feature maps. The selection of these kernel parameters is based on the 
different sizes of RFs to extract the feature information of different receptive fields. In terms of structure, 
RFB draws on the idea of Inception, mainly adding the divided revolution on the basis of Inception, which 
is used to simulate eccentricity. Then the features of all the branches are concatenated together to generate 
a final representation to enhance the semantic information of the low-level feature map, enhancing the 
resolvability and robustness of the features. 

The starting point for the introduction of RFB is because RFB enhances the ability of the network to 
extract features of images by simulating the receptive field of human vision. In the process of CNN 
extracting image features, the receptive field is used to represent the size of the mapping area on the original 
image of the pixel on the feature map output by each layer of the convolutional neural network. RFB 
highlights the relationship between the size of receptive field and eccentricity. It also improves the 
importance of features close to the central region and becomes more sensitive to small spatial offsets. 

By introducing the RFB module, the effect of dense sampling can be achieved on the original feature 
map. The advantage of this is that the receptive field is effectively increased, and the extracted features 
have more global information, which is more conducive to the identification of small objects. 
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Figure 3: Fusion process of high-level feature map CONV5_3 and low-level feature map conv4_3 
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3.3 Medium-Level Feature Pyramid Networks 
In recent years, some studies have shown the importance of contextual information for object detection, 

especially for small, blurred objects. In order to improve the performance of the detector processing small 
objects, low-level features with high resolution play a key role. There are different sizes of objects in the 
image, and we know that different targets have different characteristics. In order to distinguish small objects, 
we need to make good use of low-level features. However, if we only use the feature map with low-level 
and fine-grained features to detect small objects, we will introduce a large number of false positions because 
of the lack of sufficient discriminant information. In addition, this is not a good solution to solve the problem 
of fuzzy and low illumination. 

In the backbone network of some object detection models, the receptive fields of the top two layers 
conv7_2 and conv6_2 are 724 and 468, respectively. The input size of our training image is 512, which 
means that extracting features from conv7_2 and conv6_2 is not suitable for small object detection. 
Medium-level feature pyramid networks is a top-down fusion starting from the appropriate middle layer. 
The receptive field is close to half of the input size, so that features that are helpful to each other can be 
connected together. We use each branch of the feature map of the appropriate middle layer to detect small 
objects in a specific scale range, so that the detection performance of small objects is improved and the 
detection speed is also accelerated. The Medium-level feature pyramid networks (MFPN) combines high-
level features with low-level features to enhance the semantic information of low-level features, which is 
more conducive to detecting small objects. 

We take the fusion of the high-level feature map CONV5_3 of MFPN and conv4_3 of HARM as an 
example, and the process is shown in Fig. 3. The convolution kernel has a size of 3 × 3, the number of 
channels is 256, the size of the deconvolution kernel is 4 × 4, the stride is 2, and the number of channels is 
also 256. The feature map sizes of the different layers are different, so CONV5_3 is first scaled to the same 
size as the conv4_3 feature by the deconvolution operation. Then, the fusion is performed by Eltw Product 
operation to obtain CONV4_3. 

4 Experiments 
4.1 MS COCO 

Tab. 1 shows the comparison of our proposed RF2Det with other advanced methods on the MS COCO 
dataset. By introducing the RFB module and the MFPN, our proposed RF2Det has a detection accuracy of 
17.1% in small objects, which is superior to other methods. 

Table 1: Detection results on the MS COCO test-dev set. Bold font indicates the best performance 
Method Backbone Time APs 

Faster R-CNN [23] VGG-16 147 ms 7.7 

R-FCN [24] ResNet-101 110 ms 10.8 

R-FCN w Deformable CNN [30] ResNet-101 125 ms 14.0 

Mask R-CNN [31] ResNet-101-FPN 210 ms 16.9 

RFB Net512 [1] VGG-16 30 ms 16.2 

RefineDet512 [2] VGG-16 41.5 ms 16.3 

YOL Ov2 [22] Dacknet 25 ms 5.0 

SSD321 [29] ResNet-101 91 ms 6.2 

DSSD513 [29] ResNet-101 182 ms 13.0 

RetinaDet500 [20] ResNet-101-FPN 90 ms 14.7 

Ours VGG-16 52 ms 17.1 
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We set the batch size to 32 and the initial learning speed to 10–3, just like the original SSD, but this 
makes the training process unstable because the loss fluctuates dramatically. Instead, we use a warm-up 
strategy that takes the learning rate from 10-6 to 4 × 10–3 in the first 5 stages. After the warm-up phase, it 
returns to the original learning rate plan, dividing by 10 in 150 and 200 periods. The total number of training 
periods is 250. We use a weight attenuation of 0.0005 and a momentum of 0.9. 

Loss Function. The loss function consists of two parts, the loss in the HARM and the loss in the Small 
Object Detection Module (SODM). For HARM, we assign a binary class label, object or not, to each anchor 
and return its location and size to get a refined anchor. We then filter the refined anchors whose negative 
confidence less than the threshold to further predict the object category and the exact object location and 
size for the SODM. With these definitions, we define the loss function as: 

HARM r i i
i i

L = ( ,[ * 1])+ [ * 1] (x ,g *)b i i iL p l l L≥ ≥∑ ∑                                                (1) 

and 

SOPM m r i i
i i

L = ( , *)+ [ * 1] (x ,g *)i i iL c l l L≥∑ ∑                                                     (2)                                       

where i is the index of the small-batch anchor, li* is the ground truth class label of the anchor i, and gi* is 
the ground truth position and size of the anchor i. pi and xi are the prediction confidence of the anchor as 
the object and the fine coordinates of the anchor i in the HARM, respectively. ci and ti are the coordinates 
of the prediction object category and the bounding box in the SODM, respectively. The binary classification 
loss Lb is the cross-entropy loss between two classes, objects and non-objects, and the multi-class 
classification loss Lm is the softmax loss on multiple types of confidence. Similar to Fast R-CNN, we use 
the smooth L1 loss as regression loss Lr. 

Anchors. We use anchor points with three aspect ratios {1:2, 1:1, 2:1}. An anchor of size {20,21/3,22/3}of 
the original 3 aspect ratio anchor sets is added at each level. We assign the anchor to the ground truth object 
box using Intersection over Union threshold of 0.5; if its IoU is at [0, 0.4), it returns the background. If the 
anchor point is not assigned, there may be an overlap in [0.4, 0.5], the anchor point will be ignored during 
training. In order to get more low-level anchors, the original SSD is only associated with four default boxes 
in the location of conv4, conv10, and conv11 feature map and six default anchors in all other layers. As we 
mentioned above, low-level features are critical for detecting small objects. Therefore, we assume that if 
more anchor points are added in the low-level feature map, for example, conv3_3, the detection 
performance for small objects should tend to increase. In the experiment, we placed 9 default anchor points 
on conv3_3, which further improved our experimental results for our proposed RF2Det. 

4.2 Ablation Study 
To demonstrate the effectiveness of the different components of the proposed RF2Det, we constructed 

three different variants and evaluated them at MSCOCO. The results are shown in Tab. 2. Specifically, for 
fair comparisons, we use the same parameter settings and input sizes in the evaluation. 

Table 2: Ablation experiments for RF2Det. We used the trainval35k set for training and test on the test-dev 
set 
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Component

Add RFB？

Add MRPN？
Multi-Scale Training?

APS(%)

RF2Det

√         √        √
             √        √
                         √

13.9     15.8      17.1  
Receptive Field Block. As shown in Tab. 2, by introducing the RFB module, our RF2Det detection 

results for small objects reached an astonishing 13.9%. The reason is that the introduction of the RFB 
effectively increases the receptive field, so that the extracted features have more global information and the 
feature resolvability and robustness are enhanced. 

Medium-level Feature Pyramid Networks. The detection results of this module are listed in the second 
column of Tab. 2, and it can be found that the detection results are increased by 1.9%. The main reason for 
improving detection accuracy is that RF2Det can inherit the distinguishing features of HARM, and it can 
use MFPN to combine appropriate high-level context features with low-level features. 

Multi-scale Training. For the MS COCO dataset, multi-scale training/testing is still an effective 
technique for improving performance. By comparing the results of the second and third columns in Tab. 2 
(15.8 vs. 17.1), it can be seen that multi-scale training improves the detection results by 1.3%. 

5 Conclusion 
This paper introduces our proposed RF2Det network framework to solve small object detection 

problems. By introducing RFB, the semantic information of the feature map is enhanced, and the 
distinguishability and robustness of the features are enhanced. The MFPN combines sufficient high-level 
context features with low-level features to greatly improve the accuracy of small target detection tasks 
which takes the low-level features as the main detection basis. Extensive evaluation of the MSCOCO 
dataset shows that the proposed framework achieves a balance between speed and accuracy, and the results 
show a significant performance improvement in the detection of small objects. In the future, we will explore 
the use of RF2Det to detect small faces and introduce focal loss to improve performance. 
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