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Abstract: Image caption generation is an essential task in computer vision and 
image understanding. Contemporary image caption generation models usually 
use the encoder-decoder model as the underlying network structure. However, in 
the traditional Encoder-Decoder architectures, only the global features of the 
images are extracted, while the local information of the images is not well 
utilized. This paper proposed an Encoder-Decoder model based on fused features 
and a novel mechanism for correcting the generated caption text. We use VGG16 
and Faster R-CNN to extract global and local features in the encoder first. Then, 
we train the bidirectional LSTM network with the fused features in the decoder. 
Finally, the local features extracted is used to correct the caption text. The 
experiment results prove that the effectiveness of the proposed method. 
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1 Introduction 
Nowadays, with the rapid technology development, self-portraits and hand-to-hand shooting have 

gradually become a mainstream social way, which makes the number of images grows at an exponential 
rate. Conventional methods of image retrieval which usually involves manual annotation of images and 
brief image captions, can no longer deal with images of this magnitude. Thus, enabling computer the 
vision processing ability, especially the image understanding ability with neural networks, has attracted 
researchers’ attentions.  

Image captioning is an essential task in image understanding, which involves image semantic 
segmentation, image recognition, NLP, etc. The early methods are based on template extraction and 
matching or based on machine learning and statistical models. Most of these methods depend on the 
formulation of rules, and the training efficiency is not satisfactory. However, recent development in 
neural networks and deep learning have made them popular methods in image captioning. And Encoder-
Decoder model has been used as the basis of image captioning models. However, traditional methods 
only use global image features in the part of Encoder while local features are ignored. Besides, to improve 
accuracy of image captioning, it is nature to utilized the finding of biologists’ work on the visual attention 
mechanism of humans to build the deep learning model.  

This paper proposed a new Encoder-Decoder model-based method to fuse multiple features from an 
image and conduct description text correction. We utilize the global image features and the local features in 
the encoder and highlights the representation of the local targets in the image caption. At the same time, the 
fused feature is trained by the Bi-LSTM network with attention mechanism to increase its representational 
ability. By comparing the subject in the generated image caption with the extracted local features, the final 
description text will be rectified.  
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2 Related Work 
Early methods of image captioning relied on rules. Those methods match description text with 

labeled image features in advance. Researchers label the image features without image caption in this way. 
From 1999 to 2003, Mori et al. proposed the methods that divided the image into regions and then 

described the content in each region separately [1–2]. Jeon proposed a cross-media correlation model in 
2003 [3]. In 2010, Farhadi et al. created a triple of (object, motion, background) by object extraction and 
feature extraction on the original image [4]. In 2009, Liu et al. proposed an image annotation method 
based on graph learning [5]. Besides grapy models, Zhou et al. proposed a method, transforming the 
semantic partitioning problem into machine learning problem through Multi-Instance Multi-Label 
Learning (MIML) [6].  

In recent years, deep learning has become widespread and it provides a way to generate image 
caption completely different from the above methods [7–8]. And what is more important, the deep 
learning-based methods had achieved higher accuracy for image caption generation. Vinyals et al. 
proposed an encoder-decoder model in 2015 [9].  

 
Figure 1: The network structure of the encoder-decoder model 

After 2014, various deep learning-based image caption methods were proposed. In 2014, Chen et al. 
changed the structure of the RNN network in decoder, so that the RNN network could not only translate 
image features into text, but also got image features from text [10]. Xu et al. proposed a method that 
adding a layer of attention mechanism between the original encoder and decoder layers [11]. You et al. 
proposed a novel attention algorithm [12]. 

 
Figure 2: The structure of the encoder-decoder model with attention mechanism 

Deep learning-based methods are becoming the de-facto methods for image captioning [13–15]. 
However, in most of these traditional deep learning-based methods, the image caption models only use 
the global feature alone [16–18]. The relationships between objects in image is not well described, and 
some obvious errors appears in the final caption text. In this work, to overcome the disadvantages of 
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existing methods, we propose a novel image caption model that utilizes a fused features extraction 
algorithm and a text correction mechanism (FF-TC). 

3 Method 
The proposed FF-TC method consists of three major components, fused image features extraction, 

Bi-LSTM model with attention mechanism, and text correction for image caption. The above three 
methods are embedded in an encoder-decoder model.  

3.1 Overview of Features Extraction 
In this section, a features fusion algorithm is presented. A VGG16 [19] is used to extract global 

features. With multiple convolution layers, it can extract highly abstract image features. Then, a Faster-
RCNN [20] is used for local image feature extraction. The mixture feature obtained by the fusion 
algorithm is used as the output of the encoder, reducing the impact of useless information and enhancing 
the expression of the key information [21–23]. We use the attention mechanism and the bidirectional 
LSTM network in the decoder [24–26]. And the Bi-LSTM is used to generate image caption. For the 
wrong objects description in the caption text, we identify the real category of objects in the image and 
make corrections [27–29]. 

3.1.1 Global Features Extraction 
We extract local and global image features respectively. We select the VGG16 network for the 

global feature extraction. The formal expression of the convolution process is shown in Eq. (1). 
𝑥𝑥𝑗𝑗𝑙𝑙 = 𝑓𝑓(∑ 𝑎𝑎𝑖𝑖𝑙𝑙−1 × 𝑤𝑤𝑖𝑖𝑗𝑗𝑙𝑙 + 𝑏𝑏𝑗𝑗𝑙𝑙

𝑀𝑀𝑙𝑙
𝑖𝑖 )                                                                                                                       (1) 

The specific network model is shown in Fig. 3. Since there is no need to identify the category of the 
image, the fully connected layers used by the original VGG16 is removed in our FF-TC.  

 
Figure 3: The structure of our VGG 16 for the global feature extraction of images 

3.1.2 Local Features Extraction 
We extract the information of objects by the Faster-RCNN. The process of object detection is shown 

in Fig. 4. Then, a VGG16 extracts local image features. The local features need to maintain the same 
dimension as the global features, so the set of local features is converted into a set of N*N matrices. The 
local feature is defined in Eq. (2). 

𝐿𝐿𝑓𝑓 = �

𝑏𝑏00 . . . . . . 𝑏𝑏0𝑗𝑗
. . . . . . . . . . . .
. . . . . . . . . . . .
𝑏𝑏𝑖𝑖0 . . . . . . 𝑏𝑏𝑖𝑖𝑗𝑗

�

𝑖𝑖∗𝑗𝑗

, 𝑖𝑖 = 𝑗𝑗 = 𝑁𝑁                                                                                                  (2) 

Since people usually pay more attention to the object occupying a large proportion of the image, we 
use the proportion of each object to the whole image to evaluate the importance of them. 
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𝑃𝑃 = 𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖𝑔𝑔𝑜𝑜

                                                                                                                                             (3) 

 
Figure 4: The specific steps of object detection by a Faster-RCNN 

3.2 Bidirectional LSTM with Attention Mechanism 
We use the encoder-decoder structure with attention mechanism to build our image caption model. 

The calculation of attention is as follows: 
𝐶𝐶𝑖𝑖 = ∑ 𝑎𝑎𝑖𝑖𝑗𝑗ℎ𝑖𝑖𝑇𝑇

𝑗𝑗=1                                                                                                                                              (4) 

𝛿𝛿𝑖𝑖 = 𝑠𝑠𝑠𝑠𝑓𝑓𝑠𝑠𝑎𝑎𝑠𝑠𝑥𝑥(𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎(ℎ𝑖𝑖, 𝑠𝑠𝑗𝑗))                                                                                                                          (5) 

𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎(ℎ𝑖𝑖, 𝑠𝑠𝑗𝑗) = 𝑠𝑠𝑎𝑎𝑡𝑡ℎ(𝑊𝑊1ℎ𝑖𝑖 + 𝑊𝑊2𝑠𝑠𝑗𝑗)                                                                                                               (6) 

where 𝐶𝐶𝑖𝑖 refers to the environment vector. ℎ𝑖𝑖 refers to the hidden state in t step. 𝑠𝑠𝑗𝑗 refers to the hidden 
state before t step. 𝑎𝑎𝑖𝑖𝑗𝑗 refers to the attention coefficient. The environment vector and the current hidden 
state ℎ𝑖𝑖 can be calculated at the same time. 𝛿𝛿𝑖𝑖 refers to the weight of the attention. 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎(ℎ𝑖𝑖, 𝑠𝑠𝑗𝑗) refers to the 
assigned value between ℎ𝑖𝑖 and 𝑠𝑠𝑗𝑗.  

The encoder extracts global feature G_f and local feature L_f, and outputs the mixture feature M_f. 
The attention mechanism assigns the ratio between stronger associations and weaker associations. The 
decoder part consists of a Bi-LSTM network. We process the mixture feature through an attention layer 
and then send it into the Bi-LSTM. The representation of each word can be used to calculate the 
contextual relationship of the word through the Bi-LSTM unit. Using t = 1…N to represent the index of 
words in different time steps, the formal expression of the Bi-LSTM unit is as follows: 
𝑥𝑥𝑎𝑎 = 𝑊𝑊𝜔𝜔𝜗𝜗𝑎𝑎                                                                                                                                                    (7) 

𝑒𝑒𝑎𝑎 = 𝑓𝑓(𝑊𝑊𝐴𝐴𝑥𝑥𝑎𝑎 + 𝑏𝑏𝐴𝐴)                                                                                                                                       (8) 

ℎ𝑎𝑎
𝑓𝑓 = 𝑓𝑓(𝑒𝑒𝑎𝑎 + 𝑊𝑊𝑓𝑓𝑓𝑓𝑎𝑎−1

𝑓𝑓 + 𝑏𝑏𝑓𝑓)                                                                                                                           (9) 

ℎ𝑎𝑎
𝑏𝑏 = 𝑓𝑓(𝑒𝑒𝑎𝑎 + 𝑊𝑊𝑏𝑏𝑓𝑓𝑎𝑎−1𝑏𝑏 + 𝑏𝑏𝑏𝑏)                                                                                                                        (10) 

𝑆𝑆𝑎𝑎 = 𝑓𝑓(𝑊𝑊𝑑𝑑(ℎ𝑎𝑎
𝑓𝑓 + ℎ𝑎𝑎

𝑏𝑏) + 𝑏𝑏𝑑𝑑)                                                                                                                        (11) 

where 𝜗𝜗𝑎𝑎 refers to a vector of the index of the words. The Bi-LSTM has two separate workflows. ℎ𝑎𝑎
𝑓𝑓 

refers to the work flow from left to right, while ℎ𝑎𝑎
𝑏𝑏 refers to the work flow from right to left.  

4 Experiment 
Our image caption model is based on the fused features of images and text correction mechanism; 

thus FF-TC consists of multiple neural networks. We train these different networks with different datasets. 
We train a VGG 16 model with the ImageNet dataset in the experiment. We scale the images to a 
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size of 224 * 224 * 3, and then use the mean filtering on the images to reduce the impact of noise. There 
are 15 layers, including 5 convolutional layers, 5 max pooling layers, 1 flattening layer, 3 fully connection 
layers and 1 softmax layer.  
      The Pascal VOC dataset is used to train the Faster-RCNN. During training, we set the numbers of 
anchors of RPN network in the Faster-RCNN as 256 and maintain a 1:1 positive and negative sample ratio. 

 
Figure 5: The loss and accuracy curves of training 

 
Figure 6: Part of the experiment results 

The MSCOCO dataset is used for the training of the bidirectional LSTM. The word vector obtained 
by the embedding and the mixture features obtained by the feature fusion algorithm will be sent to the 
attention layer and the bidirectional LSTM layers. The loss and accuracy curves are shown in Fig. 5. The 
test accuracy in the training set can reach 78.2%, and the test accuracy in the verification set can reach 
66.5%. Part of the experiment results are shown in Fig. 6.  

Table 1: The Bleu values 
Method Bleu1 Bleu2 Bleu3 Bleu4 
BRNN 64.2 45.1 30.4 20.3 

NIC 66.6 46.1 32.9 24.6 
M-RNN 67 49 35 25 
LRCN 62.79 44.19 30.41 21 

Emb-gLSTM 67.0 49.1 35.8 26.4 
FF (no TC) 68.3 50.3 33.7 22 

FF-TC 68.9 51.1 33.9 22.5 
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As shown in Tab. 1, our method has improved the performance of image caption for most images. 
The mixture features combined with global and local features can better guide image caption generation. 
In addition, with the text correction algorithm, parts of the classification errors of objects can be corrected. 
The text correction algorithm greatly improves the accuracy of the image caption. 

5 Conclusion 
We proposed a novel Encoder-Decoder model-based image captioning model FF-TC. The algorithm 

for fusing image features and the algorithm for correcting description text with local features is our major 
contribution, where the fused features capture both the details and relationships of objects. For the 
possible errors in the description text, our method rectifies them by utilizing the similarity got from the 
objects’ information in the image and the nouns in the text. 

The proposed model takes advantages of various neural networks. The image features are extracted 
by a VGG16 and a Faster R-CNN respectively. The bidirectional LSTM with attention mechanism is used 
to generate image caption text. The encoder-decoder model connects image features extraction and 
caption generation. According to experiments results, the fused features have proven to be superior to 
either global features or local features alone. The text correction method is also proved to be feasible.  
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