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Abstract: In the field of data mining and machine learning, clustering is a 
typical issue which has been widely studied by many researchers, and lots of 
effective algorithms have been proposed, including K-means, fuzzy c-means 
(FCM) and DBSCAN. However, the traditional clustering methods are easily 
trapped into local optimum. Thus, many evolutionary-based clustering methods 
have been investigated. Considering the effectiveness of brain storm 
optimization (BSO) in increasing the diversity while the diversity optimization is 
performed, in this paper, we propose a new clustering model based on BSO to 
use the global ability of BSO. In our experiment, we apply the novel binary 
model to solve the problem. During the period of processing data, BSO was 
mainly utilized for iteration. Also, in the process of K-means, we set the more 
appropriate parameters selected to match it greatly. Four datasets were used in 
our experiment. In our model, BSO was first introduced in solving the clustering 
problem. With the algorithm running on each dataset repeatedly, our 
experimental results have obtained good convergence and diversity. In addition, 
by comparing the results with other clustering models, the BSO clustering model 
also guarantees high accuracy. Therefore, from many aspects, the simulation 
results show that the model of this paper has good performance. 
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1 Introduction 
Clustering is the task of dividing the population or data points into a number of groups such that data 

points in the same groups are more similar to other data points in the same group than those in other 
groups. In simple words, the aim is to segregate groups with similar traits and assign them into clusters. 
Whether for understanding or utility, clustering analysis has long played an important role in a wide 
variety of fields: Psychology and other social sciences, biology, statistics, pattern recognition, information 
retrieval, machine learning, and data mining. 

A typical clustering process mainly includes steps such as data (or sample or pattern) preparation, 
feature selection and feature extraction, proximity calculation, clustering (or grouping), and effectiveness 
evaluation of clustering results [1]. 

Although clustering analysis has a history of decades of research, many clustering algorithms have been 
proposed and related applications have been developed, but the clustering problem still has huge challenges. 

There is no clustering technique (clustering algorithm) can be universally applied to reveal the 
various structures presented by various multidimensional data sets [2]. According to the data 
accumulation rules in clustering and the methods to apply these rules There are multiple clustering 
algorithms. There is multiple classification for clustering algorithms, like partitioned clustering, grid-
based clustering, hierarchical clustering and other [3]. 
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However, different types of clustering are similar and interoperable in some ways. Most clustering 
algorithms require parameters to be given in advance. In fact, this is not feasible in most cases without 
relevant knowledge and experience [4]. 

In recent years, the research on clustering has risen to a higher level. A large number of new 
clustering methods have emerged, such as partition-based fuzzy clustering analysis [5], neighbor 
propagation clustering analysis, sparse subspace clustering methods, and robust unsupervised clustering. 

As one of the important problems of optimization, Clustering is similar to classification in that data 
are grouped to a certain degree. In the field of data mining and machine learning, for solving large 
datasets, many researchers have created a lot of clustering algorithm to find the optimal solution or 
satisfying solution. The purpose of it is to classify things that are similar in some aspects in order to find 
patterns from them, and better predict the development trend of objective things. Sometimes we call 
clustering the unsupervised classification, and some algorithms including K-means, Evolutionary 
Algorithm (EA), FCM and Particle Swarm Optimization (PSO) were created for it, which solved many 
practical problems effectively [6]. 

For clustering, unlike classification, the groups we get usually are not predefined and it is a process 
of unsupervised learning. Clustering algorithms attempt to divide the samples in the given datasets into 
several disjoint subsets, each of which is called a “cluster”. Two definitions for clusters have been 
proposed: Set of like elements or elements from different clusters are not alike. And the distance between 
points in a cluster is less than the distance between a point in the cluster and any point outside it [7]. 

Due to the effectiveness and the convenience of the clustering method, many researchers have used it 
in many application domains, including economics, customer classification, anthropology, and biology. In 
addition, for different practical problems, the researchers have created clustering algorithms that adapt to 
different models. Traditional clustering algorithms are mainly single-edge based, for example, gradient 
decent algorithms which move from the present position along the opposite direction of the function’s 
gradient at this very point. Traditional optimization algorithms are mainly good at solving unimodal 
problems [8]. 

However, when many clustering method is applied to a real-world database, there exist some long-
lasting problems: Lots of them may well fall into local optimum (The result of clustering often falls into 
local optimal solution as their uncertainty and randomness [9]). 

Among traditional population based optimization algorithms, PSO-oriented feature selection 
algorithms have shown satisfactory results because of their simple structure and fast convergence [10]. 
Brain storm optimization (BSO) is a type of swarm intelligence (SI)-based optimization algorithm that 
imitates the human brainstorming process. Due to its flexibility and conciseness, BSO has produced 
satisfactory results in solving various optimization problems. 

There are many applications in which the optimization variables are discrete or could be better 
represented by a binary string. Hence, a novel binary version of BSO (BBSO) was also proposed and 
applied to serve for an array thinning design and a dual-band microstrip patch antenna design [11]. In 
addition, some researchers proposed multiple modifications to improve the performance of BSO. These 
modifications include adopting a fitness based grouping mechanism, using the global-best idea 
information for updating the population, and applying the update scheme on every problem variable 
respectively. It was called Global-best BSO (GBSO) [12]. Actually, the BBSO and GBSO also hit us to 
proposed the new model in our paper.  

In recent years, as an optimization algorithm, BSO was widely used in solving some of the 
supervised classification problems. Considering it is significant advantages like clear and effectiveness, 
we proposed a new model based on BSO. By finding local optimal clustering in local optimum anchored 
in a new generation via population variation [13]. 

Clustering is a characteristic of BSO, and it has also been a research hotspot for many BSO 
researchers. In many studies, it is mainly based on the study of clustering methods and clustering 
algorithms. For example, the clustering algorithm in the initial BSO is k-means clustering. However, the 
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analysis of individual diversity and the number of clusters has few results. In this paper, the solution 
space is divided into a central solution and a common solution through adaptive parameter adjustment, 
which saves a lot of workload of clustering. However, the effectiveness of the clustering operation in the 
clustering algorithm and the selection of the number of clusters need further study. 

In this paper, we focus on introducing BSO to process datasets to solve the unsupervised clustering 
problems. In addition, four datasets were applied in our experiment, getting the satisfactory result. Also, 
we will conduct the further experiment to optimize the clustering model. 

2 Brain Storm Optimization Algorithm 
The BSO algorithm is inspired by the above-mentioned brainstorming model. As an simple and 

effective swarm intelligence algorithm, BSO features the process of clustering and population variation. 
For different practical problems, its different implementation process parameters may play different roles. 
Each parameter may well influence the optimal results. On the one hand, in the process of clustering, 
BSO applies K-means to find local optimum. On the other hand, in the process of population variation, 
BSO produce new individuals via some methods of mutation on the basis of local optimum [14]. That 
means clustering and variation play the key role in BSO algorithm. 

Considering BSO is mainly composed of the clustering part and the variation part, we can recognize 
that the algorithm process ensure the model’s diversity and accuracy. At the beginning of the algorithmic 
process, BSO initialed the population and used clustering method to gather individuals for the K clusters. 
Each cluster center represented the local optimal value of the cluster. And in the process of update and 
variation, the algorithm optimized the information through learning to promote local search [15]. The 
algorithm enhances the diversity of the group and reduces the coupling degree between the classes 
through the fusion mutation operation of individuals and inter-class individuals to promote global search. 
BSO algorithm [16] is shown in Algorithm 1. 
 

Algorithm 1: Procedure of BSO 
1. Randomly generate n individuals to initialize the population; 
2. Evaluate the adaptive value of each individual; 
3. Cluster n individuals into m clusters by clustering algorithm; 
4. Comparing the adaptive values of individuals in each cluster, and placing the best individuals in the cluster as the cluster 
center; 
5. Randomly generate a number between (0, 1); 

a) If the value is less than the predefined probability parameter : 
i. Randomly select a cluster center; 

ii. Randomly generate an individual to replace the cluster center;( This is a one-step divergence operation, mainly to 
expand the search ability and avoid falling into the local optimal solution.) 

b) No less than  ,do nothing; 
6. Start generating new individuals and generate a random number between (0, 1); 

a) If the value is less than the predefined probability parameter : 
i. Randomly select a cluster; 
ii. Randomly generate a value between (0, 1); 

iii. If the value is less than the predefined probability parameter  , select a cluster center ,adding random values to 
generate new individuals; 

iv. Otherwise, randomly select a common individual from the class, and add a random value to generate a new 
individual; 

b) Otherwise, randomly select two clusters to generate new individual； 
i. Randomly generate a number between (0, 1); 

ii. If the value is less than the predefined probability parameter , combine the cluster centers of the two clusters 
and add random values to generate new individuals; 

iii. Otherwise, combine the common individuals of the two clusters and add random values to generate new individuals; 
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c) The newly generated individual's adaptive value is compared with the same subscript old individual, and the individual 
with good fitness value is the new individual of the next iteration; 

7. If n new individuals have been generated, then go to Step 8, otherwise return to Step 6; 
8. If the predefined maximum number of iterations is reached, stop, otherwise re turn to Step 2. 

 

In Step 6, which is a process to generate new individuals, the selected variation information is worth 
adding to a Gaussian random new information, the mathematical Eq. (1) described below [16]: 
𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑑𝑑 = 𝑥𝑥𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑 + 𝜉𝜉 ∗ 𝑛𝑛(𝜇𝜇,𝜎𝜎)                                                                                                                                                                                    (1) 

Among the equation above,  indicates the d-dimension of the selected individual,  is the d-
dimension of the new individual, n(μ, σ) is a Gaussian random function with μ mean and σ variance, and 
ξ is a measure of Gaussian random value weight. The coefficient (2) is expressed as follows [17]: 

𝜉𝜉 = logsig�
𝑇𝑇
2 − 𝑡𝑡
𝐾𝐾 � ∗ 𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟()                                                                                                                                                                              (2) 

Among the coefficient above, logsig() is an S-type logarithmic transfer function, T is the maximum 
number of iterations, t is the current number of iterations, K is used to change the slope of logsig(), and 
the speed of the algorithm can be adjusted from global search to local search, rand() is generated random 
value between (0,1). 

3 Clustering Method Based on BSO 
In this paper, we focus on proposing a new clustering model based on BSO to search the global 

optimal solution. Applying this clustering method, we are looking forward to map the individuals being 
clustered into a linear space of (0,1) and divide the m intervals in advance. 

The variation of individuals within and between clusters is shown in the Fig. 1. The choice of 
individuals also involves ordinary individuals and the cluster centers. 

 
Figure 1: The variation of individuals and clusters 

Given a data set D = { },  in it means the  example. The purpose of clustering is to 
learn a model : Optimize the n individuals and clustering the n individuals into m categories. 

First of all, we open up a linear space of (0,1) and divide it into m intervals (m is the parameter we 
defined for the clusters we want). 

For example, we want to cluster the population into 6 categories. So we need to divide the linear 
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space into 5 blocks in advance. Starting from 0, we will give the right end of each interval a pre-set 
parameter. Like now, we set (0, 0.2, 0.4, 0.6, 0.8, 1) for each cluster. 

[0, 0.2] (0.2, 0.4] (0.4, 0.6] (0.6, 0.8] (0.8, 1] 

Then, we focus on using BSO to initialize and cluster the population. During this period, for every 
individual, we give it a random label. The random label is generated from rand (0,1). 

The presentations of training data can be shown as Tab. 1: 

Table 1: The display of training data 

Individuals Labels 

  = rand (0,1) 
  = rand (0,1) 
  = rand (0,1) 
  = rand (0,1) 

When the individual gets its label, we adopt our mapping mechanism to place the individual in the 
specific interval. This clustering period is completed in the BSO process. Using the example above, if we 
get one group of individuals whose label values fall in the interval [0.4, 0.6], then we match them with the 
third interval. During this kind of learning period, the clusters we want are shaped gradually. 

The expected mapping picture is shown as Fig. 2: 

 
Figure 2: Mapping model 

Obviously, in our clustering model, optimization work and clustering work are done simultaneously.  
This is an effective and feasible process, and the mapping mechanism is carried out rapidly and 

probably. The features above ensure the diversity of solutions and the accuracy and validity of clustering. 

4 Experimental Design 
Figures and tables should be inserted in the text of the manuscript. 
A. Datasets 
In the experiment, four different datasets in UCI Machine Learning Repository were selected. The 

Tab. 2 lists the details of all datasets, including the number of dataset features, samples, and classes. For 
each dataset, 70% of the samples were used as training sets and the rest were used as test sets. 
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Table 2: Description of data 

ID Datasets NoE NoF NoC 
DS1 wbcd 569 30 2 
DS2 iris 150 4 3 
DS3 iono2 351 33 2 
DS4 hill 100 606 3 

 
B. Parameter Settings 

In the experiment, we apply the novel binary model to solve the clustering problems. First and 
foremost, BSO mainly plays a key role in the iterative process. For the part of parameter setting, we set 
the more appropriate parameters selected to complete the process of K-means. In addition, during the 
iterative process of BSO, the four updating methods and the clustering part were carried out gradually to 
optimize the objective function [18]. Each algorithm runs 30 times on each dataset and the details of the 
BSO algorithm are given in Tab. 3. 

Table 3: Parameter values setting 

N m max_iteration P P_cluster P_one/P_two 
100 2 12000 0.8 0.8 0.5 

 
5 Experimental Results and Analysis 

The experimental results are shown in Tab. 4. In these table, “min” and “max” denote the minimum 
and maximum value of classification accuracy obtained in 30 runs, “mean” indicates the average of the final 
classification accuracy or the solution size, and “std” indicates the minimum and maximum deviation. 

Table 4: Clustering accuracy on the wbcd 

Clustering accuracy 
wbcd 

min max mean std 

Test data 25.83% 75.22% 56.07% 21.78% 

Table 5: Clustering accuracy on the iris 

Clustering accuracy 
iris 

min max mean std 

Test data 16.00% 79.33% 53.13% 25.39% 

Table 6: Clustering accuracy on the iono2 

Clustering accuracy 
Iono2 

min max mean std 

Test data 33.90% 66.10% 55.05% 12.88% 
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Table 7: Clustering accuracy on the hill 

Clustering accuracy 
hill 

min max mean std 

Test data 47.36% 54.46% 49.97% 1.54% 

From Tab. 4, Tab. 5, Tab. 6 and Tab. 7 above, it is obvious to find that the four datasets got the 
relatively better results. We keep the value of deviation-“std” below 0.3, which is a satisfactory results we 
want. The values of ‘std’ on our clustering model are much greater than these on other clustering 
algorithm especially in some complex practical problems. For hill and iono2 datasets, our model shows 
great stability, making the experiment carried out effectively. For wbcd and iris datasets, the table shows 
that the value of max is relatively high, which means our model is feasible but still have a lot of room for 
improvement. Considering that the shortcomings of original BSO are sensitive to the selection of initial 
cluster centers and easy to fall into local optimal solution rather than global best, it may well reduce the 
efficiency of clustering to a certain extent. However, fortunately, the value of mean was kept near 50%. 
Under such circumstances, we can make specific adjustment for some parameter to enable them apply to 
the new clustering model, improving the flexibility and accuracy of the model. Generally, the data we got 
proves the feasibility of the model we proposed. With the further optimized model, we are looking 
forward to getting the more satisfactory information. 

6 Conclusion 
There is no denying that clustering has been a widely concerned problem in the practical applications, 

which attracts many researchers in the field of data mining and machine learning. With more and more 
swarm intelligence algorithm proposed, we make the optimization get better and better. Nevertheless, 
falling into local optimum easily is still a headache for many researchers. Considering the overall 
superiority and convenience of clustering in BSO, we introduce it to optimize populations and cluster 
individuals. A series of experiments conducted, we verify the feasibility of our proposed model and get 
the satisfactory result. We are looking forward to optimize the model better, extending the field in which 
BSO can work and get the excellent clustering result. 
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