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Abstract: In a wireless sensor network [1], the operation of a node depends on the 
battery power it carries. Because of the environmental reasons, the node cannot 
replace the battery. In order to improve the life cycle of the network, energy 
becomes one of the key problems in the design of the wireless sensor network 
(WSN) routing protocol [2]. This paper proposes a routing protocol ERGD based 
on the method of gradient descent that can minimizes the consumption of energy. 
Within the communication radius of the current node, the distance between the 
current node and the next hop node is assumed that can generate a projected energy 
at the distance from the current node to the base station (BS), this projected energy 
and the remaining energy of the next hop node is the key factor in finding the next 
hop node. The simulation results show that the proposed protocol effectively 
extends the life cycle of the network and improves the reliability and fault 
tolerance of the system.  
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1 Introduction 
With the advent of the artificial intelligence era, wireless sensor networks integrating sensor 

technology, embedded computing technology, wireless communication technology, MEMS and distributed 
information processing have become the focus of many international disciplines. Cross-cutting frontier 
hotspot research areas [3]. With the continuous development and maturity of wireless sensor network 
technology, it is widely used in many important fields such as military defense, industry and agriculture, 
urban management, biomedical, environmental monitoring, disaster relief, anti-terrorism and anti-terrorism, 
and remote control of dangerous areas. 

Wireless sensor network is a kind of distributed network. It consists of a large number of tiny sensor 
nodes. It cooperatively senses and collects various information of the monitoring area through nodes. After 
processing and fusion, it forms a short distance in a multi-hop and self-organizing manner. The wireless 
communication network finally transmits the processed and fused information to the client. Due to the 
limitation of the working environment of the wireless sensor network and the limited energy of the node 
itself, once the energy of the node is exhausted, it cannot be supplemented, so energy is one of the key 
issues in the research of wireless sensor networks. Therefore, how to effectively utilize the limited energy 
of nodes and reduce the energy consumption of nodes is one of the key issues in designing routing protocols 
for wireless sensor networks. It is also a hot issue at home and abroad. 

The routing protocols of wireless sensors can be divided into planar routing protocols and hierarchical 
routing protocols. Compared with the shortcomings of large routing, high data transmission and poor 
scalability, the hierarchical routing protocol has good performance in terms of energy efficiency and 
scalability, and is widely used in various routing protocols. In a wireless sensor network based on a 
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hierarchical routing protocol, the network is divided into multiple clusters, each cluster has its own cluster 
head (CH), which is a node within the cluster and a base station or an adjacent cluster head. The 
intermediary of (CH) is responsible for collecting information in the converged cluster and transmitting it 
to the base station (BS) or to the cluster head (CH) close to the base station. Generally, the decision of the 
cluster head can be determined by reference to the remaining energy of the node, the degree of node, the 
distance between the node and the base station, the density of the node distribution, the communication cost 
within the cluster, and the like. In this paper, the cluster head is determined according to the remaining 
energy of the node and the distance between the node and the base station [4]. However, unlike other 
protocols, in the protocol, the nodes in the initial cluster do not know the cluster to which they belong, and 
the cluster head election will not be performed. All nodes in the middle have the opportunity to become the 
cluster head. The node does not consume energy to elect the cluster head. Instead, it selects the best cluster 
head (CH) node within the communication radius of the node based on the above two parameters, to a 
certain extent, using the small energy consumption has achieved the expected results. 

Rest of paper is organized as follows: Section Ⅱ discusses the Related Work about the model of 
Wireless sensor network, Energy consumption. The algorithmic design in Section Ⅲ, Section Ⅳ gives the 
simulation of my experiment, and Section Ⅴ gives the conclusion.  

2 Related Works 
2.1 Wireless Sensor Network Model 

As shown in Fig. 1 the wireless sensor network consists of a large number of sensor nodes. The 
network is divided into multiple clusters. Each cluster has a cluster head node. The cluster head node is 
responsible for collecting the information in the fusion cluster and forwarding it to the base station or the 
cluster head node close to the base station. 

 
Figure 1: The model of wireless sensor network 

This paper is based on the following assumption: 
 Assume that the homogeneous sensor nodes are evenly distributed in the monitoring area and once 

deployed, the base station has only one, and the energy is sufficient and fixed on the side near the area; 
 Each node sends its own collected information to the cluster head, and the cluster head merges 

and cooperates with other cluster heads to finally send the information to the base station. 
 Assume that the wireless channel is completely symmetrical; 
 The initial energy allocation of the sensor nodes is consistent; 
 The node calculates the distance by using the RSSI; 

2.2 Energy Consumption Model 
Since the energy of wireless sensor networks is limited, energy has always been a hot-spot in wireless 

sensor networks. From Fig. 2 that node communication consumes 51% of the energy of the node, so the node 
communication of the improvement in energy consumption has greatly extended the life cycle of the network. 
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Figure 2: The model of energy consumption 

In this paper, we assume that the wireless channel is symmetric, that is, when the signal-to-noise ratio 
is constant, node A sends n-bit data to node B and node B transmits data to A with the same energy 
consumption. The energy generated by transmitting n-bit messages between two nodes of distance 𝑑𝑑 is 
calculated as shown in formulas (1) and (2). 

𝐸𝐸𝑇𝑇𝑇𝑇(𝑛𝑛,𝑑𝑑) = �
𝑛𝑛�𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝜀𝜀𝑓𝑓𝑓𝑓𝑑𝑑2�,   𝑑𝑑 < 𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒 
𝑛𝑛�𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝜀𝜀𝑓𝑓𝑓𝑓𝑑𝑑4�,   𝑑𝑑 ≥ 𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒

                                                                                                         (1) 

𝐸𝐸𝑅𝑅𝑇𝑇(𝑛𝑛) = 𝑛𝑛𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                                                                                                                                            (2) 
In the case of a certain circuit, the 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is a constant, the 𝐸𝐸𝑇𝑇𝑇𝑇 𝐸𝐸𝑅𝑅𝑇𝑇 is the transmission and reception 

energy consumption, 𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒 is the threshold of the distance. 

2.3 The Model of Gradient Descent 
The gradient descent algorithm is a search algorithm whose basic idea is to assign 𝜃𝜃 an initial value 

and then continuously update the value of 𝜃𝜃by iterative method to minimize 𝐽𝐽(𝜃𝜃). This paper refers to the 
batch gradient descent algorithm to calculate the node with the smallest 𝐽𝐽(𝜃𝜃) value from the current node 
to the neighbor node. 

𝐽𝐽(𝜃𝜃) = 1
2
∑ �ℎ𝜃𝜃�𝑥𝑥(𝑟𝑟)� − 𝑦𝑦(𝑟𝑟)�

2𝑛𝑛
𝑟𝑟=1                                                                                                                     (3) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑢𝑢𝑛𝑛𝑅𝑅𝑢𝑢𝑢𝑢 𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑅𝑅𝑐𝑐𝑐𝑐𝑅𝑅𝑛𝑛𝑐𝑐𝑅𝑅{
𝜃𝜃𝑗𝑗 ∶= 𝜃𝜃𝑗𝑗 + 𝛼𝛼∑ (𝑦𝑦(𝑟𝑟) − ℎ𝜃𝜃�𝑥𝑥(𝑟𝑟)�)𝑥𝑥𝑗𝑗𝑚𝑚

𝑟𝑟=1
(𝑓𝑓𝑐𝑐𝑐𝑐 𝑅𝑅𝑐𝑐𝑅𝑅𝑐𝑐𝑦𝑦 𝑗𝑗)      }

                                                                                                              (4) 

3 Equations and Mathematical Expressions 
Clustering [5–6] is an important idea of wireless sensor networks. The nodes of the network are divided 

into several clusters. Each cluster contains a cluster head (CH) and multiple member nodes. The member 
nodes are only responsible for transmitting information to the cluster head. The header is responsible for 
data fusion and transmission, and transmits the data to a base station (BS) or a cluster head of a neighboring 
base station (BS). In summary, the choice of cluster head is the key problem of the whole clustering 
algorithm, and the choice of cluster head also increases the system overhead. Typical clustering algorithms: 
LEACH, LEACH-C, TEEN, etc., among which the most representative It is the LEACH algorithm, but 
because of the randomness of its protocol, the position of the cluster head generated in each round is 
uncertain, which makes the cluster head distribution uneven, and increases the possibility of selecting low 
energy nodes, which reduces the reliability of the network. The protocol proposed in this paper is designed 
to reduce system overhead and improve reliability. In this protocol, each node in the cluster may become a 
cluster head (CH). The sensor node does not need to identify the cluster head. The node sends the neighbor 
node information that is one hop from itself to the base station (BS). The gradient descends the idea to find 
the next optimal node. 
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In order to improve the reliability of the network, a lot of research shows that the closer the cluster 
head is to the base station, the greater the energy consumption. The energy consumption of the cluster itself 
is only related to the cluster radius. If the cluster radius does not change, the load will accelerate. Become 
a “hot spot” area that limits the lifecycle of your network. For non-uniform clustering, if the cluster radius 
remains the same, it will still cause “hot spot” area problems. Therefore, this paper introduces a strategy 
that the cluster radius can be adaptively adjusted, and establishes a network structure in which the distance 
between the cluster radius and the base station is far and near, and the radius of the cluster is also large to 
small. The structure is shown in Fig. 3. 

 
Figure 3: The network structure of cluster radius decreasing 

3.1 In-Line Style 
According to Section 2.2 of this paper, the energy consumption of the cluster head node is mainly 

reflected in two aspects: Receiving energy consumption and transmitting energy consumption. The specific 
energy consumption is publicized as shown in formulas (1) and (2). The receiving energy consumption of 
the cluster head is the energy consumed by the sensing data of the 𝑘𝑘bits of each member in the receiving 
cluster and the energy consumed by the data receiving the𝑢𝑢bits of other cluster heads. The transmission 
energy consumption is mainly the energy consumed by transmitting 𝑛𝑛 -bit data between clusters. Assuming 
a network with a cluster radius of 𝑅𝑅 and a network node density 𝜌𝜌, the number of nodes of the cluster 
member is shown in formula (5), and the total energy consumed as follow: 
𝑚𝑚 = 𝜋𝜋𝑅𝑅2𝜌𝜌                                                                                                                                                      (5) 
𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒 = 𝐸𝐸𝑅𝑅𝑇𝑇 + 𝐸𝐸𝑇𝑇𝑇𝑇 = (𝑘𝑘𝜋𝜋𝑅𝑅2𝜌𝜌 + 𝑢𝑢)𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑛𝑛(𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 + 𝜀𝜀𝑓𝑓𝑓𝑓𝑑𝑑2)                                                                   (6) 

It can be found that the cluster radius affects the receiving energy consumption of the node. The larger 
the radius, the greater the receiving energy consumption, the larger the 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒 is, which affects the life cycle 
of the network. According to the network structure proposed in this paper, the research shows that the 
competition radius of the node is related to the distance from the node to the base station. The relationship 
defined in the literatures [7–9] is as follows: 

𝑅𝑅𝑟𝑟 = [𝜀𝜀1(1− 𝑐𝑐 ⋅ 𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚−𝑟𝑟(𝑚𝑚𝑖𝑖,𝐵𝐵𝐵𝐵)
𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚−𝑟𝑟𝑚𝑚𝑖𝑖𝑚𝑚

) + 𝜀𝜀2 ⋅
𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑟𝑟𝑟𝑟𝑚𝑚𝑟𝑟
𝐸𝐸𝑖𝑖𝑚𝑚𝑖𝑖𝑖𝑖

] ∗ 𝑅𝑅0                                                                                   (7)
 

where 𝑑𝑑𝑚𝑚𝑡𝑡𝑇𝑇 and 𝑑𝑑𝑚𝑚𝑟𝑟𝑛𝑛 are the maximum and minimum distances between the node and the base station; 
𝑑𝑑(𝑚𝑚𝑟𝑟,𝐵𝐵𝐵𝐵) is the distance between the node 𝑚𝑚𝑟𝑟and the base station; 𝐸𝐸𝑟𝑟𝑛𝑛𝑟𝑟𝑡𝑡is the initial energy, and 𝑐𝑐, 𝜀𝜀is a 
fixed parameter. 

In summary, after determining the competition radius by considering the distance between itself and 
the base station, the node can calculate the total energy consumed by the node within the communication 
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radius according to the competition radius. 

3.2 Methods of Algorithm 
The main idea of the algorithm is that the current node A is within its own communication radius, 

considering the ratio of the remaining energy of other nodes in the radius and the distance from the base 
station in formula (8), by inputting the training sample data, using BGD to continuously update the 
parameter values to learn the model is obtained by learning the model to find the node B that best matches 
the next hop. 
𝐸𝐸𝑚𝑚𝑡𝑡𝑇𝑇 = 𝜃𝜃1𝐸𝐸𝑟𝑟𝑒𝑒𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡𝑒𝑒 + 𝜃𝜃2𝐸𝐸𝑟𝑟                                                                                                                         (8) 
where 𝐸𝐸𝑟𝑟𝑒𝑒𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡𝑒𝑒 is the remaining energy of the next node B, and 𝐸𝐸𝑟𝑟 is the energy generated by the projection 
of the distance from A to the next node B and the distance from the node B to the base station, that is, as to 
the current node, the energy which produced by the projection distance of the next hop node. 

3.2.1 The Calculation of  𝐸𝐸𝑟𝑟 
The projection distance generated by 𝑥𝑥 for 𝑢𝑢 on 𝑠𝑠1 is as shown in formula (9). According to formula 

(1), the pseudo-code Algorithm 1 of the next hop node 𝐸𝐸𝑟𝑟 can be obtained. 

              
                                                  Algorithm 1: The Calculate model of 𝑬𝑬𝒅𝒅 

           
          Figure 4: The Calculate model of 𝑬𝑬𝒅𝒅 
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𝑥𝑥 = (𝑓𝑓1
2+𝑒𝑒2−𝑓𝑓22

2𝑓𝑓1
)                                                                                                                                               (9)  

The pseudo-code Algorithm 1 can calculate the node B relatively close to the base station, and 
calculate the energy generated by the projection distances of the nodes A to B according to the formula (9) 
and formula (10). 
𝐸𝐸𝑟𝑟 = 𝑛𝑛(𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝜀𝜀𝑓𝑓𝑓𝑓𝑥𝑥2)                                                                                                                                  (10) 

3.2.2 The Calculation of  𝐸𝐸𝑚𝑚𝑡𝑡𝑇𝑇 

 
Figure 5: The Calculate model of 𝑬𝑬𝒎𝒎𝒎𝒎𝒎𝒎 

3.2.3 Using the Gradient Descent Methods to Calculate the Next Hop Node  
for all nodes at the communication radius of the current node, the steps to use the BGD algorithm [10–

13] are as follows: 
1)  Enter the data of the training sample and use BGD to update the value of 𝜃𝜃1,𝜃𝜃2. 
Let the machine learning algorithm have an estimateion function of 𝐸𝐸𝜃𝜃(𝑅𝑅) and it is cost function of 

𝐽𝐽(𝜃𝜃), then: 

�𝜃𝜃1𝜃𝜃2
� [𝑅𝑅𝑟𝑟, 𝑅𝑅𝑟𝑟] = 𝜃𝜃𝑇𝑇𝑅𝑅                                                                                                                                       (11) 

𝐸𝐸𝜃𝜃(𝑅𝑅) = 𝜃𝜃1𝑅𝑅𝑟𝑟 + 𝜃𝜃2𝑅𝑅𝑟𝑟 = 𝜃𝜃  𝑇𝑇𝑅𝑅                                                                                                                      (12)                        
2)  Update parameters𝜃𝜃1,𝜃𝜃2in the opposite direction of the gradient 
3)  Enter new sample data and bring it into the training sample set to generate a new𝜃𝜃1,𝜃𝜃2 

𝐽𝐽(𝜃𝜃) = 1
2
∑ �𝐸𝐸�𝑅𝑅𝜃𝜃(𝑟𝑟)� − 𝑦𝑦(𝑟𝑟)�

2𝑛𝑛
𝑟𝑟=1                                                                                                                  (13) 

Until the value of𝜃𝜃1,𝜃𝜃2can make the cost function to the𝐽𝐽(𝜃𝜃) value to a minimum, continue to perform 
Steps 2, 3 until all new samples are trained to get the optimal gradient descent model. 
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3.3 Methods of Routing Algorithm 

 
Figure 6: Routing algorithm 

4 Smulation Results 
In order to analyze the effectiveness and reliability of the ERGD algorithm in this paper, MATLAB is 

used to carry out the simulation test, and compared with the ERGD algorithm and literature based on BP 
neural network to estimate the energy of wireless sensor network under the same experimental conditions 
[5], experimental parameters set to Tab. 1. 

Table 1: Experimental parameter setting 

Parameter name values 
Initial energy 400 J 
The range of 
Network 1000 m × 1000 m 

Number of nodes 100 
data package 512 bit 
Data transfer rate 10 kbps 
Transmission power 0.585 W 
Received power 0.417 W 

The residual energy and transmission delay of the node are compared and analyzed under the 
parameter setting of Tab. 1: 

1) The Comparison of Node’s residual energy. As is shown in Fig. 7. The residual energy of the energy 
algorithm of the wireless sensor network is extended with time. The BP neural network, the literature [14] 
and the ERGD algorithm which proposed in this paper. The average energy is decreasing at different 
degrees, and the residual energy of BP neural network is the least. Secondly, the algorithm proposed in 
literature [14], the proposed algorithm is optimal compared to the first two algorithms because of the 
algorithm. When selecting the next hop route, the distance between the remaining energy node and the base 
station of the next hop is considered, which greatly reduces the routing energy consumption of the 
transmitted data, balances the energy consumption of each node, and improves the utilization of node 
energy. The rate reflects the effectiveness of the ERGD algorithm. 



 
122                                                                                                                                              JIHPP, 2020, vol.2, no.3 

 
Figure 7: The Comparison of Node’s residual energy 

2) The Comparison of Data transmission delay.  As is shown in Fig. 8. With the extension of simulation 
time, the ERGD algorithm is compared with BP neural network and the algorithm proposed in literature 
[14]. The delay is significantly higher than the latter two, because the algorithm in this paper can choose a 
better routing scheme, improve the data transmission speed, and improve the network throughput. 

    
Figure 8: The Comparison of Data transmission delay 

5 Conclusions 
In summary, in view of the current energy consumption of wireless sensors, this paper proposes a 

routing protocol that minimizes energy consumption. Based on the idea of gradient descent, the current 
node to the next hop node are considered comprehensively within the communication radius of the node. 
The energy generated by the projection of the distance from the current node to the base station (BS), and 
the remaining energy of the next hop node, the optimal parameters are obtained by the gradient descent 
training samples, and the model is constructed to construct an optimal route, and the optimal route is 
selected. One hop node. The test results show that the residual energy of the wireless sensor network node 
and the delay of data transmission are improved. The overall performance of the algorithm is better than 
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other algorithms, which can reduce energy consumption and extend the life cycle of the network. 
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