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Digital video has become one of the most preferred ways for people to share information. Considering people tend to release illegal information in anonymous way, the 
problem of video source identification attracts more and more attention as an important part of multimedia forensics. The Photo-Response Non-Uniformity (PRNU) 
based algorithm shows to be a promising solution for the problem of video source identification. However, it is necessary to make a geometric transformation for testing 
PRNU noise to align it with the reference noise, due to the effect of video stabilization. This paper analyzes the three-dimensional (3D) characteristics of camera jitters 
and studies how to estimate the parameters of 3D geometric transformation when aligning PRNU noises between reference and test. In the algorithm design, quaternion 
is used to transform PRNU noise image in 3D space, and 15 rotation axes of 3D space are estimated for experiments. 162 videos of 9 smart phones were tested. Most of 
the videos got a higher peak to correlation energy (PCE) value by using this algorithm, and showed better results when applied to videos with complex texture. The 
experiment part also records the geometric transformation parameters of the PRNU noise which need to map from image domain to video domain. 
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1.        INTRODUCTION 

In the past decade, multimedia information security 
technology has attracted more and more attentions from 
researchers. There are various technologies proposed for the 
sake of data security like data hiding [1,2], watermarking [3] 
and digital forensics [4]. In the field of digital forensics, video 
source identification is still an unmet challenge.  
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PRNU noise is an effective feature used to attribute a 
video to its capturing device. When the camera captures an 
image, the sensor of camera will leave PRNU noise on the 
image, which is caused primarily by the pixel non-uniformity 
of the camera sensor. With this feature, the reference PRNU 
noise is first estimated from a set of images taken by the camera 
as the fingerprint of the device, and then the fingerprint is 
associated with the testing PRNU noise of the anonymous 
video to determine whether the camera is the source device of 
the anonymous video.  

The way to solve the problem of video source 
identification is to connect the media information with the 
device capturing it [4]. Lukas J et al. [5] proposed to use sensor 
pattern noise (SPN) to determine the source device. The non-
uniformity in the silicon chip of the shooting equipment and 
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the defects in the manufacturing process of the sensor will lead 
to the non-uniformity of photodiode sensitivity to light, which 
is the cause of SPN in the video or picture. SPN has two 
characteristics. One is that different devices have different 
sensors (even the same brand and model of devices also have 
different sensors). So the SPN left by the sensor in the video or 
picture is inherent and unique, which can be used as the 
unique feature of connecting a video with an image or its 
source device; The other is that for still images, SPN is robust 
in compressed by JPEG [5,6], cut and scaled [7-10]. From these 
two characteristics, we can know that using SPN of image can 
solve the source identification problem of anonymous photo 
very well. However, due to the effect of video stabilization of 
current shooting equipment, anonymous video has 
encountered great obstacles in solving the source identification 
problem. Chen et al. [8] has referred to mathematical 
characteristics of still images, i.e., PRNU noise, to solve the 
source identification problem of media information. Mondaini 
et al. [11] used PRNU noise to identify whether there are 
forged frames in video frames. All these results prove the 
effectiveness of PRNU noise in solving the problem of source 
identification. Taspinar et al. [12] first attempt to use still 
images to get fingerprint of the device. The authors noted that 
the images taken by some devices without video stabilization 
can be associated with the unstable video captured by the 
device through simple scaling and clipping; Mandelli et al. [13] 
proposed to use particle swarm optimization algorithm to 
improve the accuracy of the reference PRNU noise of the 
device, the author’s idea is mainly reflected in extracting 
reference PRNU noise from reference video. Due to the effect 
of video stabilization, each frame of video may come from 
different parts of the source device sensor, which will make the 
acquired reference PRNU noise deviate greatly from the real 
PRNU noise of the source device, so the device reference 
PRNU noise extracted from the image is more accurate than 
that extracted from the video; Li et al. [14] design a maximum-
likelihood-estimation algorithm for extracting PRNU noise 
from partly decoded video frames; Iuliani et al. [15] proposed a 
hybrid algorithm to solve the source identification problem of 
video. Through a simple 2D geometric transformation of the 
test video frame, the PRNU noise on the video frame is aligned 
with the more accurate reference PRNU noise obtained from 
the image, which reduces the impact of video stabilization on 
solving the source identification problem of video. 

After analyzing the slight shaking of hands when shooting 
video in real life, we notice that a shaking process is actually a 

performed in 3D space [16]. In another words, shooting video 
is to map the real 3D world to a mobile video frame, which is a 
2D plane. The video stabilization is to reduce the impact of 
hand shake on the video content, so the video stabilization 
needs to reverse the 3D hand shake process of the 2D video 
[17], and then convert it into the 2D video frame process. In 
this case, in order to improve the success rate of solving the 
video source problem, we propose a video source identification 
algorithm based on 3D geometric transformation. The 
proposed algorithm mainly includes two contributions. One is 
to correct the PRNU noise of test video more accurately. In the 
algorithm, 3D geometric transformation mainly includes three 
operations: rotation, scaling and translation. The influence of 
rotation axis on correction accuracy is introduced for the first 
time. The other is that a specific solution is designed to reduce 
the complexity of the algorithm and ensure the effectiveness of 
the algorithm. 

The rest of this paper are composed of the following parts: 
the second section will introduce state-of-the-art video source 
device identification algorithm based on PRNU noise, the third 
section will introduce the video source device identification 
algorithm based on 3D geometric transformation, the fourth 
section will introduce the video data set used in the experiment, 
record the 3D geometric transformation parameters 
corresponding to the connection of reference photos and test 
videos, and the experimental results of this algorithm are 
compared with the latest algorithm at this stage to verify the 
effectiveness and advantages of this algorithm. The summary of 
this paper will be given in the fifth section. 

2. SOURCE DEVICE IDENTIFICATION       
ALGORITHM BASED ON PRNU NOISE 

The main idea of source device identification algorithm based 
on PRNU noise is divided into three steps. The first step is to 
estimate the reference PRNU noise from the media 
information captured by the reference device. The second step 
estimates the testing PRNU noise of the test video by 
processing the test video. Finally, the normalized cross-
correlation calculation (NCC) of the reference PRNU noise and 
the testing PRNU noise is performed to obtain the PCE value 
[18,19], which can be used as an evaluation index to solve the 
problem of video source identification. It lays a foundation for 
further determining the photographer's work [20,21]. As 
shown in Figure 1, the flow chart is the basic flow of source 
device identification algorithm based on PRNU noise.  

Figure 1 Basic flow of source device identification algorithm based on PRNU noise. 
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2.1   Estimation Method and Video Stabilization of 
PRNU Noise 

PRNU noise is an inherent and unique feature of media 
information, and belongs to the pixel level zero mean 
multiplicative noise [5]. Because it is impossible to capture 
completely flat images that only contain PRNU noise, in the 
basic algorithm proposed by [22], N images of the same device 
is employed to estimate the reference PRNU noise of the device, 
and usually N > 50 for accuracy of estimation: 
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where {1,2,3, , }i N∈   represents the index value 
corresponding to a single image in the reference image group; 

( )iP  represents the image i in the reference image group, 
( )i

IW  represents the noise residual image corresponding to the 
reference image i. The calculation method is as follows: 

( ) ( ) ( )( )i i i
IW P F P= − ,   

 In this paper, we address the issue of the source of 
anonymous video, and a large part of the anonymous video is 
captured by amateur photographers. These photographers  

 

usually do not use professional stability auxiliary tool when 
capturing video. So these anonymous videos are often 
optimized by the video stabilization technology equipped in the 
capturing device for releasing slight hand shaking of 
photographers. The purpose of video stabilization is to improve 
the quality of video so that the content of each frame visually 
seems to move stably along a smooth path [23]. At the same 
time, video stabilization brings great adverse effects on solving 
the source problem of video. When video stabilization 
processes the video frame, according to the hand shake 
parameters fed back by the physical device of the device, it 
makes the corresponding geometric transformation to the 
frame, which results in the same coordinate position of the 
adjacent frames, the content is similar, but corresponding to 
different physical areas of the device sensor. Figure 2 shows the 
corresponding sensor position and scene content between the 
adjacent frames of video, which was captured by the device 
including the video stabilization technology and the device 
without the video’s stabilization technology. Due to the 
influence of the video’s stabilization, when estimating the 
PRNU noise of the test video, it is necessary to make the 
corresponding geometric transformation of the video frame to 
obtain more accurate testing PRNU noise. 

 

 

 

 

 

 
(a) (b) (c) 

Figure 2 In the above three figures, the red box represents the position of the sensor, and the green box represents the position of the 
same scene content: (a) describes the scene content of frame I in the video; (b) describes the scene content of frame I+1 in the video 
which captured by the device without the video stabilization technology, when simulating the hand shake; (c) describes the scene 
content of frame I+1 in the video which captured by the device with the video stabilization technology, when simulating the hand shake. 

2.2      Normalized Cross Correlation Calculation 

In general, the resolution of anonymous video captured by a 
device can be up to 4K, while the resolution of the image 
captured by the same device is far greater than 4K. If we 
directly calculate the normalized cross-correlation between the 
reference PRNU noise and the testing PRNU noise, the 
obtained PCE value is not accurate, which will seriously affect 
the accuracy of solving the equipment source problem. 

 

 

When capturing video, the sensor will be operated inside the 
device to make the sensitive part of the sensor adapt to the 
width-height ratio according to the requirement of video, and 
then the acquired image will be zoomed to the video’s 
resolution. So, before we match the reference PRNU noise with 
the testing PRNU noise, we need to enlarge the testing PRNU 
noise from the video in equal proportion, and cut the reference 
PRNU noise from the image moderately. As shown in Figure 3, 
after a series of operations, the processed reference PRNU 
noise and the testing PRNU noise would be matched. 
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Figure 3 Refer to the pre operation before PRNU noise and testing PRNU noise match, the left is the testing PRNU noise amplification 
operation, and the right most is the reference PRNU noise cropping operation. 

 

When the device reference PRNU noise and the test video 
PRNU noise can be basically aligned, we can use PCE value to 
measure the matching degree between the test video and the 
reference device [8], We set max( , )= I vm r r , max( , )= I vn c c ,
( , )I Ir c  is the length and width of the reference PRNU noise of 
the equipment after the right operation in Figure 3, respectively; 
( , )v vr c  is the length and width of PRNU noise of test video 
after the left operation in Figure 3, respectively. PCE value is 
calculated in the matrix ( )×m n , assuming that the testing 
PRNU noise have been shifted ( ),u v  on the matrix, and then 
matched with the reference PRNU noise. When the 
displacement is ( ),p pu v , PCE value reaches the maximum. We 
define the correlation formula as follows: 

( , ) ( , ) ( , )( , )u v i j i u j vR correlate K K − −′= ,  

 Currently, the calculation formula of PCE is: 
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 where φp  is the small neighborhood of the peak of correlation. 

When we solve the source problem of anonymous video, 

we can obtain reference PRNU noise I
K  of the device and test 

video noise residuals  vK  by the methods in Section 2.1 and 
Section 2.2. Normalized cross correlation calculation is carried 

out to obtain PCE value by ( , ) 

I vPCE K K . The PCE value is 
compared with the confidence threshold. If it is higher than the 
confidence threshold, the test video is determined to be 
captured by the reference device. There are two main reasons 
for using PCE value as the criterion to determine the 
attribution of anonymous video, one is the validity of PCE 
value, the other is that the PCE value is also effective when the 
parameters are transformed to a certain extent, and it has 
better robustness. 

3.    VIDEO SOURCE IDENTIFICATION 
ALGORITHM BASED ON 3D GEOMETRIC 
TRANSFORMATION 

As we all know, every movement of people in real life, 
regardless of time dimension, are in 3D space, including hand 
shaking. The video stabilization of the capturing device mainly 
aims at the optimization and correction of video content when 
the hand shake amplitude is small. It relies on some sensors of 
the device to record the manual shake amplitude, direction and 
other parameters, which cannot be obtained in the case of only 

anonymous video, so we can only use brute force search to 
carry out these hand shake parameters. It is estimated that in 
[13-15], hand jitter is considered as a motion in 2D space, so 
when matching the device reference PRNU noise with the test 
video PRNU noise, only the test video PRNU noise is corrected 
in 2D space to align the device reference PRNU noise, which is 
obviously inaccurate. Hence we employ 3D geometric 
transformation to accurately estimate the movement between 
the reference and testing PRNU noises. 

3.1     3D Geometric Transformation 

The video stabilization of the device makes the same 
coordinate position between the video frames correspond to 
different positions of the device sensor, which makes the 
calculated PRNU noise of the test video deviate from the 
reference PRNU noise of the source device to a certain extent. 
Therefore, in order to obtain more accurate PRNU noise of the 
test video, we need to carry out geometric transformation of 
the noise residual image of the video frame as the PRNU of the 
test video frame noise: 

( ) ( ) ( ) ( )
, ( ( ))i i i i

v RaK T P F Pα= − ,                                      

where ( )iP  is the frame i of the video, ( )
,α

i
RaT  is the rotation 

matrix corresponding to the frame ( )iP , the rotation angle is 
α , and the corresponding rotation axis is Ra. 

Rotation in 3D geometric transformation needs to 
determine two parameters: rotation angle and rotation axis. 
For the rotation angle, we refer to the data in [15], and set the 
rotation angle α  range to [-1.5°, 1.5°]; there are infinite 
rotation axes in 3D space, so in order to reduce the complexity 
of the algorithm, we need to select a representative finite 
number of rotation axes. The external features of the mobile 
phone have obvious characteristics, the length is greater than 
the width, and the two are far greater than the thickness, so 
when selecting the rotating axis, we can regard the device as a 
2D plane to simplify the selection process of the rotating axis. 

For the anonymous video with the resolution of 1080×1920, 
we mark the three bisection points in the row direction and two 
endpoints in the column direction as the bisection points. As 
shown in Figure 4, we selected any two points to connect into a 
line as the rotation axis to be tested. After removing the parallel 
axis, only the following 15 vectors are left in the rotation axis to be 
tested: (-1080,640,0), (-1080,1280,0), (-1080,1920,0), (-540,640,0), 
(-540,1280,0), (-540,1920,0), (540,640,0), (540,1280,0), 
(540,1920,0), (1080,640,0), (1080,1280,0), (1080,1920,0), (1,0,0), 
(0,1,0), (0,0,1). 
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Let the 15 vectors form the rotation axis vector set R. 

Figure 4 Equidistant points are connected into a line as the axis of rotation. 

 

3.2        Specific Solutions 

After introducing the geometric transformation of 3D 
space, the complexity of the algorithm is greatly increased. We 
design the following scheme to reduce the complexity of the 
algorithm, while maintaining the effectiveness of the algorithm. 

3.2.1     Quaternions 

In order to make the algorithm spend less time and space, 
we choose to use quaternion to represent the geometric 
transformation of 3D space [24]. Quaternion is a simple 
hypercomplex number, which consists of a real part and three 
imaginary parts, which can be expressed as = + + +Q a bi cj dk , 
where a, b, c, d are all real numbers. For its own geometric 
meaning, it can be understood as a kind of rotation, wherein 
rotation i represents the positive rotation of x-axis to y-axis in 
the intersection plane of x-axis and y-axis, rotation j represents 
the positive rotation of z-axis to x-axis in the intersection plane 
of x-axis and z-axis, rotation k represents the positive rotation 
of y-axis to z-axis in the intersection plane of y-axis and z-axis, 
in addition that -i, -j, -k represents the reverse rotation of 
rotation i, j, k.  

In this paper, we set the quaternion format of 3D rotation 
as follows: 

( , ) cos( ) sin( ) ( ) sin( ) ( ) sin( ) ( )Q Ra Ra x i Ra y j Ra z kα α α α α= + × × + × × + × ×  
 where Ra is the vector corresponding to the normalized 
rotation axis, Ra(n) represented the component of the vector 
Ra in the n axis direction, and ∈Ra R . 

There are three advantages of using quaternion to 
transform PRNU noise in three dimensions: 

a) The 3D geometric transformation based on 
quaternion provides a spherical linear interpolation 
method, which cannot be provided by other 3D 
geometric transformation algorithms; 

b) The quaternion cross multiplication can transform 

the angular displacement sequence into a single 
angular displacement, and it is obviously slower to 
do the same operation with the matrix; 

c) The quaternion contains only four numbers, and the 
matrix uses nine numbers, which can reduce the 
time and space of the algorithm. 

3.2.2      Block Matching 

After solving the problem of rotation, we turn our attention to 
the matching process, hoping to reduce the complexity of the 
algorithm by optimizing the matching process. It is known that 
the existing algorithm is to translate the video frame after 
geometric transformation so that it can match the reference 
PRNU noise better. Because the resolution of the video frame 
can also reach 4K, the time complexity of the matching process 
is higher。In view of the video frame can also see an image, we 
can learn from the image segmentation algorithm to improve 
the efficiency of this algorithm. 

Block algorithm [25] is to divide an image into different 
parts according to certain rules, select the parts we are 
interested in for operation processing, maintaining the internal 
information of the image and ensure a certain time complexity; 
literature [7, 8] proposed that SPN is not sensitive to clipping, 
which shows that a certain degree of clipping operation for 
testing PRNU noise during matching does not affect the final 
result and, on the other hand, greatly improve the matching 
efficiency of the algorithm. 

As mentioned in Section 2.2, when the PRNU noise of the 
test video matches the reference PRNU noise of the device, the 
reference PRNU noise needs to be partially clipped. As shown in 
Figure 5, in order to reduce the complexity of the algorithm, we 
use some still frames in the video to determine the part of the 
frame that needs to be clipped for the reference PRNU noise, 
because the corresponding clipping parameters of different 
frames in different videos of the same device are invariable. 
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Figure 5 The above figure displays the basic process of block algorithm. In order to obtain the accurate peak position coordinates, we 
use the still frame to input into the algorithm in advance. Then a smaller block is obtained from the rest frame of the video according to 
the peak position. Finally, the smaller frame block is input into the algorithm to get the final PCE value. 

 

4.          EXPERIMENT 

This section mainly displays and analyzes the experimental 
part. First, we introduce the environment and video database 
used in our experiment, and then illustrate and summarize the 
experimental process, data and results. 

4.1       Database and Environment Introduction 

In order to promote the development of multimedia forensics 
technology, video data set is proposed in reference [26]. We 
test the algorithm proposed in this paper on a data subset of 
this data set to verify the effectiveness and advantages of this 
algorithm. This subset contains 1064 smooth images and 162 
videos captured by 9 devices. The hardware platform used in 
the experiment is inter (R) core (TM) i7-6700 CPU, frequency 
3.41ghz, memory capacity 16GB, operating system 64 bits 
windows 10, simulation software MATLAB r2018b. 

Specifically, first, we need to build a reference PRNU 
noise for each device as the fingerprint of the device. We select 
all available images captured by the device, and the content of 
these images is relatively smooth. It can be known from Eq. (1) 

that when the number of images is greater than 50, the more 
images, the more accurate the data, so we need as many images 
as possible. For anonymous test video, we choose a device 
whose video resolution is equal to High Definition (1920 × 
1080 pixels), and consider static (video labeled “still”) and 
dynamic scenes (video labeled “pan rot” and “move”). In 
addition, in order to make the experiment more complete, the 
experimental data also includes videos with almost flat content 
(videos marked as “flat”) and videos with obvious textures 
(videos marked “indoor” and “outdoor”). For clarity, we 
provide Table 1 that provides basic information about the 
devices used and the videos. 

4.2       Estimation of Matching Parameters 

It can be seen from chapter 2.2 that the testing PRNU noise 
extracted from the video frame needs to be matched with the 
reference PRNU noise after being amplified. Set the length and 
width of the reference PRNU as (R, c), and it is known that the 
same size of the testing PRNU noise and the video frame is 
(1080 × 1920): 

, 

Table 1 Information of equipment and media data used in the experiment. 

Device ID Equipment Model Number of flat images Number of videos 

D02 iPhone 4s 103 13 

D05 iPhone 5c 113 19 

D06 iPhone 6 149 17 

D10 iPhone 4s 133 15 

D14 iPhone 5c 130 19 

D15 iPhone 6 110 18 

D18 iPhone 5c 101 13 

D20 iPad Mini 119 16 

D34 iPhone 5 106 32 

   

 

 

 

1_ max (min( /1080, /1920))scale r c −=
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We use the method of violent search to select the most 
appropriate scale, and its range is [1, scale_max]. When we 
match the most appropriate scale in the experiment, we use the 
parameter t to narrow the scale, that is to say, the scale range is 
reduced to: 

][ _ ( _ max 1) _ ( _ max 1)best scale t scale scale max t scale− × − + × −，

and in our experiments, we set t = 0.2. 

We use all the smooth images captured by each device to 
estimate the reference fingerprint of the device, and then use  

 

the smooth and still video captured by the device as the test 
video to estimate the clipping parameters. In order to reduce 
the time complexity of the algorithm, we divide the testing 
PRNU noise into 3 × 3 blocks, and take the middle block as the 
representative to match with the device reference PRNU noise. 
When the PCE value reaches the maximum value, the 
corresponding peak coordinate can be used as the reference 
cropping position for the next detection of other videos. Table 
2 shows the peak position, scaling ratio and rotation angle of 
each device recorded during the test of 9 smartphones. 

Table 2 Geometric transformation information mapped from image domain to video domain. 

Device ID Cropping Position Scaling Ratio Rotation Angle Axis of Rotation 

D02 (988,1206) [0.748,0.752] -1.3° [540 ,1920, 0] 

D05 (963,1167) [0.681,0.690] -0.3° [0 ,1920, 0] 

D06 (968,1187) [0.697,0.713] -1.3° [0 ,1920, 0] 

D10 (976,1206) [0.748,0.752] 1.5° [0 ,1920, 0] 

D14 (962,1167) [0.683,0.689] -1.3° [0 ,1920, 0] 

D15 (973,1172) [0.703,0.708] 1.5° [-540 ,1920, 0] 

D18 (962,1167) [0.684,0.689] -1.5° [-540 ,1920, 0] 

D20 (750,904) [0.813,0.816] 1.3° [-540 ,1920, 0] 

D34 (962,1168) [0.684,0.691] 0.9° [0,0,1] 

4.3         Comparison of Experimental Results 

The experimental design of this paper is divided into two parts: 
the intra class experiment and the inter class experiment. The 
intra class experiment uses the video captured by the reference 
device as the test video, and the inter class experiment uses the 
video captured by other devices as the test video. Obviously, if 
the algorithm is effective, a threshold value can be selected 
between the maximum PCE value of the intra class experiment 
and the inter class experiment. According to the threshold  

 

value, it can be determined whether the test video is captured 
by the reference device. 

We experimented with 162 videos on 9 devices, including 
more than 100 videos in the inter-class experiment, almost all 
kinds of situations are fully considered.  

The specific PCE value comparison results are shown in 
Figure 6. It can be clearly seen that for most videos, the PCE 
value of 3D geometric transformation is much larger than that 
of 2D geometric transformation. 

 
(a) 
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(b) 

Figure 6: The points in figure (a) represent the maximum PCE value of each video 
with PCE value between [0,100] after 2D geometric transformation and 3D 
geometric transformation, respectively. The points in figure (b) represent the 
maximum PCE value of each video with PCE value between [100,600] after 2D 
geometric transformation and 3D geometric transformation, respectively. 

 

We also consider the situation that anonymous video is 
attacked, for example, anonymous video is cropped. At this 
time, the video we can get may be any part of the original video 
frame, which will bring great challenges to the algorithm. In 
the experiment, we only select 10 frames in the video, and in 
order to compare with the algorithm of 2D geometric 

transformation, the selection of 10 frames is not random, but 
every 15 frames (excluding the first frame). The experimental 
results are shown in Table 3. The True Positive Rate (TPR) of 
algorithm based on 3D geometric transformation is slightly 
higher than that based on 2D geometric transformation, when 
the False Positive Rate (FPR) = 0. 

Table 3 The TPR of the experience with different geometric transformation. 

Test videos Geometric transformation 
dimension 

TPR FPR 

Stabilized 2D 0.537 0 

Stabilized 3D 0.567 0 

5.         CONCLUSION 

In this paper, we propose a video source device authentication 
algorithm based on 3D geometric transformation, which uses 
the reference PRNU noise from still image as the fingerprint of 
the device, and obtains the testing PRNU noise from the 
anonymous video frame. Before the two are matched, the 
testing PRNU is transformed in 3D space to improve the 
matching accuracy. To ensure the complexity of the algorithm, 
we estimate 15 rotation axes and use block algorithm on the 
PRNU noise image. Experiments on 162 stable videos of 9 
kinds of devices show that the video source identification 
algorithm based on 3D geometric transformation is more 
effective than that based on 2D geometric transformation. In 
the next work, we will focus on further reducing the complexity 
of the algorithm, for example, by improving the efficiency of 
the PRNU noise matching process to reduce the complexity of 
the algorithm, etc. 
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