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Abstract: The fast spread of coronavirus disease (COVID-19) caused by SARS-
CoV-2 has become a pandemic and a serious threat to the world. As of May 30,
2020, this disease had infected more than 6 million people globally, with hundreds
of thousands of deaths. Therefore, there is an urgent need to predict confirmed cases
so as to analyze the impact of COVID-19 and practice readiness in healthcare systems.
This study uses gradient boosting regression (GBR) to build a trained model to predict
the daily total confirmed cases of COVID-19. The GBR method can minimize the loss
function of the training process and create a single strong learner from weak learners.
Experiments are conducted on a dataset of daily confirmed COVID-19 cases from Jan-
uary 22, 2020, to May 30, 2020. The results are evaluated on a set of evaluation per-
formance measures using 10-fold cross-validation to demonstrate the effectiveness of
the GBR method. The results reveal that the GBR model achieves 0.00686 root mean
square error, the lowest among several comparative models.
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1 Introduction

At the end of December 2019, patients with clinical symptoms similar to those of the common cold and
pneumonia were reported in Wuhan city, China. Chinese scientists detected that the cause of this pneumonia
was a novel coronavirus [1]. The most common clinical features of the disease are cough, fever, and difficulty
in breathing. More severe symptoms in some cases can include lung damage, severe acute respiratory
syndrome (SARS), breathing failure, and kidney failure, possibly causing death [2]. Coronavirus disease
2019 (COVID-19) was named by the World Health Organization (WHO) on February 11, 2020 [3]. The
International Committee on Taxonomy of Viruses (ICTV) refers to COVID-19 as severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2) [3].

The coronavirus (CoV) family includes the Middle East respiratory syndrome coronavirus (MERS-
CoV) and SARS and can cause symptoms with severity ranging down to those of the common cold [4].
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Published studies have shown that MERS-CoV and SARS-CoV infections, respectively, spread from
dromedary camels and civet cats to humans. CoVs can be transmitted between humans and several
animals, such as cattle, cats, camels, and bats [5]. Animal CoVs, such as MERS-CoV, it is noted that it
can hardly to be transmitted to humans and then spread between humans [6]. Compared to SARS-CoV
and MERS-CoV, SARS-CoV-2 spreads easily and has a low mortality rate [7].

On May 30, 2020, the WHO reported that COVID-19 had infected more than 6 million people in 213
countries and territories, with 369,126 fatalities since the cases were officially registered in January [6].
COVID-19 has become a serious worldwide problem, especially in the United States, Brazil, Russia,
Spain, the United Kingdom, India, and Italy [8]. Since the disease has no specific treatment and it spreads
rapidly, it is crucial to prepare healthcare services for future cases [9].

Machine learning and approximation algorithms have been used to solve problems in areas such as
healthcare [10], industry [11], cloud computing [12,13], human activity recognition [14], and brain tumor
classification [15]. Machine learning models are certainly useful to forecast future cases to take control of
this global pandemic [16–18].

Few studies have used statistical models and artificial intelligence (AI) methods to predict coronavirus
cases. The autoregressive integrated moving average (ARIMA) was used to forecast the spread of SARS-
CoV-2 [18]. An AI framework to predict the clinical severity of coronavirus was proposed in [19]. A
simple and powerful method was proposed to predict the continuation of COVID-19 [20]. However, to
develop an effective model to predict future confirmed cases of COVID-19 in the world in different time
periods is a challenging issue that needs a solution.

We aim to develop an effective model using a gradient boosting regression (GBR) algorithm to predict
daily total confirmed cases and enhance the readiness of healthcare systems.

The rest of the paper is organized as follows. Section 2 explains the materials and methods, including a
COVID-19 data sample, the GBR method, and performance evaluation measures. Section 3 describes our
experiments and their results. Section 4 provides our conclusions and suggestions for future work.

2 Materials and Methods

We describe the dataset used to evaluate the work, our computational method, and performance
evaluation measures.

2.1 COVID-19 Data Sample

The data sample used in this study includes the total daily confirmed cases of COVID-19, collected from
the official website (https://gisanddata.maps.arcgis.com/apps/opsdashboard/index.html) of Johns Hopkins
University, in the period from January 22, 2020, to May 30, 2020, all over the world. It contains 130
time-series instances from which to build our model, which we compare to other predictive models.
Tab. 1 shows some example instances from the collected COVID-19 data sample Fig. 1.

The time-series instances of the dataset were processed for supervised learning methods using the time-
series data of the previous days as input to predict the next day. We used a sliding window technique to create
three public benchmark datasets based on different time-intervals (5, 10, and 15 days), respectively, called
COVID-19_DataSet1,1 COVID-19_DataSet2,2 and COVID-19_DataSet3.3 Tabs. 2–4 demonstrate the first
five instances of these datasets, where TS1; TS2; …; TS15 are features variables of the previous days,
and Y is the predicted variable of the next day.

1 https://github.com/abdugumaei/COVID-19-Time-Series-Prediction-Datasets/blob/master/COVID-19_DataSet1.csv
2 https://github.com/abdugumaei/COVID-19-Time-Series-Prediction-Datasets/blob/master/COVID-19_DataSet2.csv
3 https://github.com/abdugumaei/COVID-19-Time-Series-Prediction-Datasets/blob/master/COVID-19_DataSet3.csv
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Table 1: Some instances of the collected COVID-19 data sample

Row No. Date Confirmed Row No. Date Confirmed

1 1/22/2020 555 116 5/16/2020 4634068

2 1/23/2020 654 117 5/17/2020 4713620

3 1/24/2020 941 118 5/18/2020 4801943

11 2/1/2020 12038 119 5/19/2020 4897492

12 2/2/2020 16787 120 5/20/2020 4996472

13 2/3/2020 19881 121 5/21/2020 5102424

16 2/6/2020 30794 122 5/22/2020 5211156

17 2/7/2020 34391 123 5/23/2020 5311020

18 2/8/2020 37120 125 5/25/2020 5495061

111 5/11/2020 4177502 126 5/26/2020 5589626

112 5/12/2020 4261747 127 5/27/2020 5691790

113 5/13/2020 4347018 128 5/28/2020 5808946

114 5/14/2020 4442163 129 5/29/2020 5924275

115 5/15/2020 4542347 130 5/30/2020 6059017

Figure 1: Growth of total confirmed COVID-19 cases from January 22, 2020, to May 30, 2020

Table 2: First five instances of COVID-19_DataSet1

TS1 TS2 TS3 TS4 TS5 Y

555 654 941 1434 2118 2927

654 941 1434 2118 2927 5578

941 1434 2118 2927 5578 6166

1434 2118 2927 5578 6166 8234

1434 2118 2927 5578 6166 8234
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To make the values of independent feature variables suitable to ML methods and in a specific range, we
transformed them to values between zero and one using a min-max normalization technique:

fi;j ¼
fi;j �max fi;j

� �
max fi;j

� ��min fi;j
� � ; (1)

where fi;j is the feature variable in row i and column j of a COVID-19 dataset.

2.2 Gradient Boosting Regression (GBR)

Gradient boosting (GB) is a machine learning (ML) algorithm used for regression and classification
tasks. It can build a prediction model using a combination of weak prediction models, often through
decision trees (DTs) [21,22]. This algorithm was first proposed to optimize a cost function [23] and has
been used for regression [24,25] and energy theft detection [26]. This led to the development of
applications in statistics and artificial intelligence (AI) [27].

Table 3: First five instances of COVID-19_DataSet2

TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 Y

555 654 941 1434 2118 2927 5578 6166 8234 9927 12038

654 941 1434 2118 2927 5578 6166 8234 9927 12038 16787

941 1434 2118 2927 5578 6166 8234 9927 12038 16787 19881

1434 2118 2927 5578 6166 8234 9927 12038 16787 19881 23892

2118 2927 5578 6166 8234 9927 12038 16787 19881 23892 27635

Table 4: First five instances of COVID-19_DataSet3

First eight variables

TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8

555 654 941 1434 2118 2927 5578 6166

654 941 1434 2118 2927 5578 6166 8234

941 1434 2118 2927 5578 6166 8234 9927

1434 2118 2927 5578 6166 8234 9927 12038

2118 2927 5578 6166 8234 9927 12038 16787

Second eight variables

TS9 TS10 TS11 TS12 TS13 TS14 TS15 Y

8234 9927 12038 16787 19881 23892 27635 30794

9927 12038 16787 19881 23892 27635 30794 34391

12038 16787 19881 23892 27635 30794 34391 37120

16787 19881 23892 27635 30794 34391 37120 40150

19881 23892 27635 30794 34391 37120 40150 42762

318 CMC, 2021, vol.66, no.1



GB regression (GBR) is an adaptive boosting algorithm that creates a single strong regression learner by
iteratively combining a set of weak regression learners [28]. Its objective function can use gradient descent to
minimize the loss function computed from adding weak learners. In this case, the loss function is used to
measure how the coefficients of a good model can fit the underlying instances of data. Such as in other
boosting algorithms, GBR generates an additive model in a greedy style:

Fm xð Þ ¼ Fm�1 xð Þ þ qmhm xð Þ; (2)

where Fm�1 is the previous ensemble model, and hm is the base learner, which is added to minimize the loss
function L. The base learner hm is trained on the training set xi; rimð Þf gni¼1, and the multiplier is found by
solving a one-dimensional optimization problem:

qm ¼ argmin
q

Xn
i¼1

L yi;Fm�1 xið Þ þ qhm xið Þð Þ; (3)

where yi is the target class label.

Algorithm 1 lists the steps to train the GBR method to build a trained model with training
set xi; yið Þf gni¼1.

We train the GBR method on COVID-19 confirmed case datasets containing feature variables (xi) that
represent total confirmed cases for previous days, and target labels (yi) that are confirmed cases of the
following days. The trained GBR model predicts the total confirmed cases for the next day based on
those of previous days.

Algorithm 1: Training GBR Method

Input: training set xi; yið Þf gni¼1, differentiable loss function L y; F xð Þð Þ, number of iterations M .
Output: trained GBR model Fm xð Þ.
Begin

1. Initializing a model with a constant value:

F0 xð Þ ¼ argmin
q

Pn
i¼1

Lðyi; qÞ:
2. Repeating for m=1 to M

2.1. Computing the pseudo-residuals as follows:

rim ¼ � @L yi;F xið Þð Þ
@F xið Þ

� �
Fm xð Þ¼Fm�1 xð Þ

for i ¼ 1; . . . ; n:

2.2. Fitting a base learner (e.g., tree) hm xið Þ to pseudo-residuals, i.e., training it using the
training set xi; rimð Þf gni¼1.

2.3 Computing a multiplier qm by solving the one-dimensional optimization problem:

qm ¼ argmin
q

Pn
i¼1

L yi;Fm�1 xið Þ þ qhm xið Þð Þ:
2.4. Updating the model:

Fm xð Þ ¼ Fm�1 xð Þ þ qmhm xð Þ.
3. Getting a trained GBR model Fm xð Þ.
End
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2.3 Performance Evaluation Measures

To evaluate the experimental results of the study, a set of performance measures is utilized to evaluate
the differences between the predicted and actual numbers of COVID-19 confirmed cases. These are the root
mean square error (RMSE), mean absolute error (MAE), and coefficient of determination (R-squared).
RMSE and MAE evaluate the errors between predicted and actual values, which should be small. In
contrast, higher values of R-squared give a good indication that the model can correctly predict data
instances. These measures are calculated as

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

yi � ŷið Þ2
vuut (4)

MAE ¼ 1

N

XN
i¼1

yi � ŷij j (5)

R� squared ¼ 1�
PN

i¼1 yi � ŷið Þ2PN
i¼1 yi � �yð Þ2 ; (6)

where ŷi and yi, respectively, are vectors of the ith predicted and actual values, and �y is the mean value of yi.

3 Experiments and Discussion

We conducted a set of experiments to compare the GBRmodel to other predictive models in terms of the
above performance evaluation measures. We describe and discuss the experimental results for the three
COVID-19 datasets. All models were trained based on 10-fold cross-validation, a robust technique, used
to train and evaluate ML models. It divides the dataset into 10 folds. The validation process is executed
ten times, each time using one fold for testing and the others for training. The final evaluation result is
the average over the 10 folds. Tabs. 5–7 show the RMSE, MAE, R-squared, average, and standard
deviation using this technique on the three datasets.

Table 5: Evaluation results of GBR method using 10-fold cross-validation on COVID-19_DataSet1

Fold No. RMSE MAE R-squared

1 0.00711 0.0042 0.99932

2 0.00871 0.00651 0.99931

3 0.00848 0.00617 0.99907

4 0.00974 0.00738 0.99914

5 0.00769 0.00467 0.99903

6 0.0081 0.00478 0.99943

7 0.0063 0.00464 0.99965

8 0.00777 0.0053 0.99922

9 0.00943 0.00727 0.99927

10 0.00732 0.00564 0.99905

Avg. 0.00807 0.00566 0.99925

Std. 0.00106 0.00113 0.00019
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In Figs. 2–4, we visualize the averaged results of RSME, MAE, and R-squared for the GBR method on
the three datasets. From the results, it is clear that the best evaluation results are on COVID-19_DataSet3,
which is for a time interval of 15 days. This means that to train the model using a long period of total
confirmed cases can produce more accurate predictions.

Table 6: Evaluation results of GBR method using 10-fold cross-validation on COVID-19_DataSet2

Fold No. RMSE MAE R-squared

1 0.01005 0.00807 0.99857

2 0.01048 0.00781 0.99924

3 0.00779 0.00582 0.99937

4 0.00946 0.00613 0.99934

5 0.00138 0.001 0.99992

6 0.00813 0.00562 0.99926

7 0.00872 0.00653 0.99918

8 0.008 0.00548 0.99919

9 0.00846 0.00615 0.99936

10 0.00679 0.00505 0.99934

Avg. 0.00793 0.00577 0.99928

Std. 0.00255 0.00193 0.00033

Table 7: Evaluation results of GBR method using 10-fold cross-validation on COVID-19_DataSet3

Fold No. RMSE MAE R-squared

1 0.00881 0.00509 0.99912

2 0.00851 0.00664 0.99896

3 0.00742 0.00523 0.99955

4 0.00701 0.00549 0.99962

5 0.00507 0.00278 0.99977

6 0.00902 0.00639 0.99917

7 0.00668 0.00498 0.99946

8 0.00674 0.00448 0.99844

9 0.0045 0.00351 0.99981

10 0.00479 0.00292 0.9996

Avg. 0.00686 0.00475 0.99935

Std. 0.00165 0.00134 0.00043

CMC, 2021, vol.66, no.1 321



We compared the performance of the GBR method to that of the popular ML regression methods of
extreme gradient boosting regression (XGBR), support vector regression (SVR), and decision tree
regression (DTR). Figs. 5–7 show the actual and predicted total confirmed cases of fold 6 test instances
for each dataset using GBR, XGBR, SVR, and DTR. From the figures, we can see that the actual and
predicted total confirmed cases are better fitted by GBR than by the other methods, and SVR has the
worst fitting among the compared methods.
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Figure 2: Averaged RSME results of GBR method on the three datasets
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Figure 3: Averaged MAE results of GBR method on the three datasets
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Figure 4: Averaged R-squared results of GBR method on the three datasets

Figure 5: Actual and predicted total confirmed cases of test instances in fold 6 of COVID-19_DataSet1 for:
(a) GBR; (b) XGBR; (c) SVR; (d) DTR
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For the 10-fold cross-validation test, we report the average results of RMSE, MAE, and R-squared on
the three datasets in Tabs. 8–10. We can notice that GBR achieves the lowest average MAE and the highest
average R-squared among the four methods. Figs. 8–10 show the difference in RMSE results between GBR
and the other methods on all three datasets.

From the reported results, we find that GBR can effectively predict the total confirmed COVID-19 cases
for the next day based on those of previous days. We also conclude that GBR performs better than popular
predictive methods in terms of RSME, MAE, and R-squared.

Figure 6: Actual and predicted total confirmed cases of test instances in fold 6 of COVID-19_DataSet2 for:
(a) GBR; (b) XGBR; (c) SVR; (d) DTR
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Figure 7: Actual and predicted total confirmed cases of test instances in fold 6 of COVID-19_DataSet3 for:
(a) GBR; (b) XGBR; (c) SVR; (d) DTR

Table 8: Comparison of GBR, XGBR, SVR, and DTR on COVID-19_DataSet1

Method Avg. of MAE Avg. of R-squared

GBR 0.00566 0.99925

XGBR 0.00799 0.99879

SVR 0.05321 0.95231

DTR 0.00815 0.99877

Table 9: Comparison of GBR, XGBR, SVR, and DTR on COVID-19_DataSet2

Method Avg. of MAE Avg. of R-squared

GBR 0.00577 0.99928

XGBR 0.00851 0.99860

SVR 0.05246 0.94162

DTR 0.00853 0.99862
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Table 10: Comparison of GBR, XGBR, SVR, and DTR on COVID-19_DataSet3

Method Avg. of MAE Avg. of R-squared

GBR 0.00475 0.99935

XGBR 0.00869 0.99857

SVR 0.05635 0.94342

DTR 0.00873 0.99855
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Figure 8: Average RMSE for GBR, XGBR, SVR, and DTR on COVID-19_DataSet1
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Figure 9: Average RMSE for GBR, XGBR, SVR, and DTR on COVID-19_DataSet2
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4 Conclusion and Future Work

The SARS-CoV-2 pandemic has become a serious worldwide problem. Prediction of future confirmed
cases of COVID-19 disease using ML methods is important to provide medical services and have readiness
in healthcare systems. We proposed the GBR method to predict the daily total confirmed cases of COVID-19
based on the totals of previous days. We selected GBR because it can minimize the loss function in the
training process and create a single strong learner from weak learners. We conducted experiments using
10-fold cross-validation on the daily confirmed cases of COVID-19 collected from January 22, 2020, to
May 30, 2020. Experimental results were evaluated using RMSE, MAE, and R-squared. The results
revealed that GBR is an effective ML tool to predict the daily confirmed cases of COVID-19. The results
showed that GBR achieves 0.00686 RMSE, which is the lowest among GBR and the comparison XGBR,
SVR, and DTR models on the same datasets. In future work, we plan to conduct a comprehensive study
of ML methods to predict the total deaths and recovered cases as well as the total confirmed cases of
COVID-19, so as to analyze their performance in more detail.
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