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1 INTRODUCTION 
IN the SDN, the Packet classification is a key 

process hired by Internet routers to classify the packets 

for identifying various applications like traffic 

engineering, security monitoring and quality of 

services, (You, 2017). Gupta & Mckeown (2001) 

describe that the packet classification for the routing 

lookup concentrated in both the one dimensional and 

multi-dimensional fields. Based on the packet 

destination address (one dimension), the router 

forwards an incoming packet to the next hop. This is 

generally done by applying the longest prefix matching 

algorithms in the designated IP address of the 

forwarding table. Tactlessly, this matching process is 

time consuming and costly. In a network, when the 

packet arrival rate increases, the complexity of the IP 

lookup and size of the lookup table also increases. 

Hence, Perex, et al (2014) and Dixit, et al (2012) 

specified that the IP lookup is a major problem in high 

speed networks. In this paper instead of a single 

dimension, the multi-dimensional fields of the IPv4 

packet header is chosen for the classification. So, the 

IP lookup problem is transformed to the packet 

classification with the use of multiple fields. 

In data networks, the packet classification plays an 

important role and is achieved through some rules 

stored in a table. Each rule has five fields of the IPv4 

packet header and the action must be applied to each 

packet to match the rule and is explained in Gupta, et 

al. (1999). Sometimes different rules may match an 

identical packet and the highest priority rule is applied 

on the incoming packet to choose the correct action. 

However, these existing approaches lead to the 

problem of huge memory consumption, searching time 

complexity and poor worse case performance 

(Avudaiammal, et al. (2017)). The packet 

classification is often the performance bottleneck for 

internet routers. To overcome the problems, Liu, at al. 

(2012) and Mrudul, et al. (2017) recommended that, 
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the Machine learning based packet classification has 

become the widely adopted solution. Because, the ML 

approaches offer a better choice in classifying the 

traffic in the SDN and will overcome some of the 

limitations of the existing approaches like performance 

accuracy. Elmahgiubi, et al. (2016) explained that the 

ML leads to low computational cost and classification 

time. In this paper, the machine learning algorithm is 

considered in classifying the packets based on the 

action or flow of any given incoming packet. 

1.1 The Problem Statement 
– Assume: Rule set R (The number of rules in the

given netbench dataset).

– Select: Feature F (Packet header fields F are

shown in Table 1).

– Predict best: Machine Learning Algorithm A

(Machine learning classification algorithms).

– Analyse: Performance P (Performance metrics

measured when applying the machine learning

algorithms to the rule sets).

Table 1.  Selection of the 5-features with Flows using the ACL Rule Set. 

Rule set 
Source IP 

address 

Destination IP 

address 
Source Port 

Destination 

Port 
Destination Port Flow / Action 

R1 

R2 

R3 

R4 

R5 

67.37.131.207 

16.242.207.72 

31.131.76.216 

31.248.18.219 

171.95.183.11 

67.37.131.84 

64.58.35.44 

31.131.79.50 

64.58.35.44 

202.76.70.56 

1024:65535 

1024:65535 

1024:65535 

1024:65535 

1024:65535 

161 

1024:65535 

1024:65535 

1024:65535 

1024:65535 

0x06/0xFF 

0x06/0xFF 

0x06/0xFF 

0x06/0xFF 

0x06/0xFF 

  Permit 

  Deny 

  Deny 

  Permit 

  Permit 

The problem of the packet classification is 

achieved such that, for a given ruleset Rr  with five 

features   Fr f , find the best classification model

f(r) by applying ML algorithms A, such that the 

selected algorithm Aa maximizes the performance 

metrics Pp . 

For the neural network, the epochs and the hidden 

layers are the key parameters to improve the accuracy. 

The hidden nodes are varied for each epoch. For the K-

NN algorithm, k is the key parameter to choose the 

best value to obtain the accuracy of the packets. For 

the decision tree, the kernel function and number of 

splits are the key parameters to improve the 

classification accuracy. In the random forest, choosing 

the number of trees is a key parameter to build many 

trees. This method reduces over fitting and is therefore 

more accurate when compared to other algorithms. 

The role of the AdaBoost classifier is to boost the 

performance of the decision tree by choosing the 

appropriate number of trees and learning rate. In the 

SVM, the kernel function and gamma are the key 

parameter to obtain the best accuracy. All these 

algorithms are implemented using the python. By using 

the 5-tuple selected features of an ACL (Access 

Control List) the netbench dataset, this work attempt 

to find the best classifier from the existing ML 

algorithms and develops the classification model for 

the forthcoming intelligent classification system. 

1.2 Contribution 
The contribution of this paper is to classify the 

packets in low computation time and improve the 

performance of the classification rate. The 

classification takes place based on the exact matching 

than prefix or range matching. Since the prefix or 

range matching requires data conversion, which leads 

to the problem of time and space complexity. So exact 

matching is chosen since no conversion of data takes 

place and by using the ML classifiers, it is achieved by 

selecting and tuning the appropriate key parameters in 

each of the classifiers used. 

To achieve the packet classification based on each 

flow, four steps are generally involved in the ML 

techniques, which include (i) define the features of the 

IPv4 packets, (ii) develop the machine learning model, 

(iii) train the model to manage the ML classifier in 

connecting a group of features with the known class 

labels, (iv) using the trained model to classify the 

unknown flows in the given classification system. 

The objective of this paper includes (i) to evaluate 

the performance of the six ML classifiers applied to 

the IPv4 routing table (ii) to evaluate the effects of the 

training samples size and accuracy of the classification 

results (iii) to tune the key parameters in each 

classifier to improve the accuracy. 

2 RELATED WORK 
THE process of the classifying packets into flows 

requires multiple fields of the packet header. Each rule 

has fields, which are defined either as ranges or 

prefixes and the matching is done by applying the 

range matching, prefix matching and longest prefix 

matching. All these existing matching algorithms 

leads to the problem of rule overlapping, high 

computation cost, and poor performance in terms of 

the accuracy of the packets classified. All the above 

limitations of matching algorithms are solved by the 

machine learning based methods.  

Liu, at al. (2012) clarified that the few ML 

algorithms used supervised the learning method and 

this required a prior knowledge of the output classes. 

Therefore, this type of learning algorithm makes the 

system to perform the classification with less 

computation time and high classification performance. 



INTELLIGENT AUTOMATION AND SOFT COMPUTING  797 

Due to this reason, the ML algorithms are chosen in 

this paper. 

Currently, the ML based classification methods 

attracted few researchers like Mrudul, et al. (2017) and 

Wang, et al. (2016) for the traffic classification and 

are widely applicable in the intrusion detection 

system, the quality of service, and the security and 

monitoring system. Recent related works focused on 

the feed forward neural network (Qin, et al. (2012), 

the radial basis function (Namdev, et al. (2015), the 

decision tree K Singh, et al. (2011),  the Support 

Vector Machine (Erman, et al. (2006) the Random 

forest (Singh A, et al. (2017), the Naive Bayes 

classifier (Ashari, et al. (2013), the K-nearest 

neighbors, and the Adaptive Nearest Neighbors (Li, 

2011; Thanh, 2017; Lin, 2006) to classify the packets. 

All the researchers investigated and compared the 

performance of the algorithms. Some algorithms like 

the feed forward and the redial basis function network 

may require more time to learn the training samples. 

But few algorithms like the decision tree, the KNN 

and the Naive Bayes requires less learning time and 

low computation time.  

Wong, et al. (2017) and Couronn, et al. (2018) 

concentrated on several studies by comparing the 

performance of the classifier with other classification 

algorithms by varying the training sample sizes. 

Similarly, the performance of the IPv4 packet 

classification is analyzed based on the classification 

accuracy and computation time. Powers, et al. (2011) 

and Davis, et al. (2006) explained that each algorithm 

has a key parameter, and these parameters are tuned to 

produce the best accuracy. The existing ML algorithms 

whose accuracy and execution time is said to be 

compared with the proposed machine learning 

algorithm used in this paper. To reduce the learning 

time and to predict the class more accurately the 

random forest algorithm is chosen. The key 

parameters of each algorithm are tuned to get achieve 

high accuracy of classification. 

3 METHODOLOGY 
THE overall methodology of the packet 

classification problem is shown in Figure 1, which 

consists of two important phases, the training and 

testing phase. A detailed description of each block is 

explained in the following subsections. 

3.1 The Netbench Rule Set Description 
To achieve the objectives of (i) and (ii), this work 

concentrated on choosing the standard netbench rule 

set (the ACL rule set) showing information about the 

IPv4 packet header. You, et al. (2017), Perez, et al. 

(2014) and Gupta, et al. (1999) are used the 5-fields of 

the packet header information and in this work, the 

same fields are selected, namely the Source IP (f1 ), the 

Destination IP address (f2 ), the Source port (f3 ), the 

Destination port (f4 ) and the Protocol type (f5 ) of 

each packet. The sample dataset is shown in Table 1. 

For our classification problem, the 5-fields are 

considered as input and the action as output, which are 

widely used in papers such as Dixit, et al. (2012) and 

Mrudul, et al. (2017). Table 1 shows the input features 

with the output flow/action for each rule. Each flow in 

the table is specified by a rule and each rule consists 

of five fields. All the five input features are 

normalized using the min-max normalization. 

3.2 The Training and Testing Sample Dataset 
For an accurate evaluation of the classification, the 

five features are chosen and are shown in Table 1. In 

order to evaluate the effect of the training sample 

sizes, three different data sizes are chosen and are 

shown in Table 2. Based on the sample sizes given in 

Table 2, the training and testing are done by 

applying the ML algorithms. The performance of each 

training sample is noted to choose the correct sample 

sizes for both training and testing.  

Table 2.  The Training and Testing Sample Sizes. 

Rule set Training size Testing size 

ACL1_1K 

60% 

70% 

80% 

40% 

30% 

20% 

3.3 The Classification Algorithms 
Each ML algorithm has one or more key 

parameters and the parameters are said to be tuned to 

produce high accuracy. Six types of the ML 

algorithms, namely the Multi-layer perceptron, the K-

Nearest Neighbor, the Decision Tree, the Random 

Forest, the AdaBoost classifier and the Support Vector 

Machine are compared in this work. The training 

samples are first used to learn all the algorithms by 

assigning the sequence of the values for the 

parameters. 

During the training stage, for each parameter whose 

optimal value accuracy high is selected, and those 

optimal values are used for testing. The testing 

samples are applied to the trained models to classify 

the given packets and compare the accuracy 

performance. Table 3 illustrates the most specific key 

parameters used in this work for each classifier. 
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Figure 1.  The Training and Testing Phases of the Machine Learning Mode. 

Table 3.  Parameter tuning of machine learning classifier. 

Classification 

Algorithm 

Key 

Parameters 
Values 

Multi-layer 

perceptron 

  Hidden nodes 

  Epochs 

  10 to 50 

  1000 to 5000 

K-Nearest 

Neighbor 

  K-value   1 to 25 

Decision tree   Selection criteria 

  min_sample_leaf  

  min_sample_split 

  Gini 

  1 

  2 

Random forest   n-estimators (ntree) 

  n-jobs (step size) 

  mtry 

  100 to 500 

  1 

  1 to 10 

AdaBoost   Learning rate 

  n-estimators (ntree) 

  1 

  100 to 500 

Support Vector 

Machine 

  Kernel 

  Cost (c) 

  Cache size 

  Linear 

  100 

  200 

3.4 The Accuracy and Comparison Analysis 
All the objectives are achieved by applying the six 

different types of classification algorithms and the 

accuracy of each algorithm is compared with the three 

different training sample sizes 60%, 70% and 80%. In 

order to measure the classification performance, a few 

metrics are considered which are presented in articles 

by Liu, et al. (2012) and Singh K, et al. (2011). 

Accuracy of the classification, precision, recall, 

F1score, false positive rate, and true positive rate for 

each classification algorithms are measured, and the 

results are compared with each other to select the best 

sample size. The formula for calculating above 

metrics are given in the following equations. 

The accuracy is defined as the ratio of the number 

of correct predictions made by the overall predictions 

made. 

100*
edictionPrTotal

edictionPrCorrect
Accuracy

(1) 

The precision is defined as the ratio of the true 

positive to the true and false positive. This decides 

how many objects are correctly identified. The true 

positive represents the percentage of the correct 

classified packet as targeted packets and the false 

positive denotes the percentage of other types of 

packets classified as targeted packets. 

iveFalsePositveTruePositi

veTruePositi
ecision


Pr (2) 

The recall is defined as the ratio of the true positive 

to the number of true positives and false negatives. 

This shows how many packets in a class are 

misclassified. The false negative represents the 

percentage of the targeted packets incorrectly classified 

as other packets. 

iveFalseNegatveTruePositi

veTruePositi
callRe


 (3) 

Predict 

Apply 

Apply 

Apply 

Input Classification 

Algorithms 

. 

. 

. 

Netbench Rule Set 

Selection of Features 

IPv4 Routing Table 

o Rule 1

o Rule 2

o .

o .

o .

o Rule n

5-Tuple Features 

Extraction 

Training 

Samples 

Machine 

Learning 

Model 

Testing 

Samples 

Algorithm 1 

Algorithm 2 

Algorithm 5 

Accuracy and 

Classification analysis 
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The F1Score is a measure of the test’s accuracy. It 

is concentrated on both precision and recall to 

compute. 

 
precisioncallRe

ecisionPr*callRe*2
score1F


 (4) 

The training time is measured as the total time 

taken for training of a machine learning classifier. In 

this paper, it is measured in seconds. 

4 RESULT ANALYSIS 
THE ML classifier algorithms are implemented in 

the Python3 using the Scikit-learn packages and are 

executed by using an Intel i5-2400 processor with a 

3.10GHz clock frequency. The Scikit-learn offers 

libraries that implement many machine learning 

algorithms. In this work, the Netbench dataset is taken 

for the IPv4 packet classification, which consists of 

five input features and two output class labels. The 

machine learning algorithms are applied to classify the 

packets and depends on the action or flow with the 

different training samples. The classification accuracy, 

recall, precision, and f1score are evaluated by varying 

the ranges of the key parameters. 

4.1 The Multi-layer Perceptron 
A single layer perceptron, which consists of the 

input layer having neurons equals to the number of 

features in an input sample. The user defined neurons 

in the hidden and output layers having neurons equal 

to the output of the network. In this network, the error 

between the actual and expected output is propagated in 

a backward direction. This single layer perceptron 

network gives a 72% accuracy by keeping the learning 

rate of 0.01. The learning time required for this 

network is 1262 seconds, which is high when 

compared to other classifiers. 

4.2 The K-Nearest Neighbor 
The K-nearest neighbor classifier is a supervised 

algorithm, which captures the relationship between the 

given training samples of (x, y), where x is the input 

feature and y is the output class. Singh A, et al. (2017) 

and Thanh, et al. (2017) describe that, the packets are 

classified based on a majority of classes among its k-

neighbors, so the ‘k’ (tuning parameter) value plays a 

vital role in the classification performance of the KNN 

and hence the ‘k’ value is chosen as a tuning 

parameter. A range of the ‘k’ value is tested from 1 to 

25 for finding the optimal value for ‘k’. 

Figure 2 shows the comparison between the ‘K’ 

value and the classification accuracy. When the k-

value increases, the accuracy of the corrected 

classified packets decreases. The training sample is 

60% of data, the accuracy attained is 93.31% to the k 

value at 1. Similarly, the training sample of 70% and 

80%, the highest accuracy 92.7% and 95.15% are 

obtained with the ‘k’ value =1. From the analysis of 

Figure 2 it clearly shows that the satisfactory result 

was attained for k=1, so the optimal value for the ‘k’ 

is chosen as 1 (k=1) for our packet classification 

problem.  

The KNN algorithm for finding the ‘k’ value is 

illustrated in Algorithm 1. Though the KNN classifier 

produces acceptable accuracy, the classifier leads to 

high computational cost. We need to compute the 

distance of each query instances to all the training 

samples. 

Figure 2.  The Relationship between the Classification Accuracy and the k Value (Where k = 1 to 25) for the Varying Training 
Sample Size of the KNN Classifier (a) The Training Sample Size is 60%, (b) The Training Sample Size is 70%, (c) The Training Sample 
Size is 80%). 

   (a) (b)             (c)  
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Algorithm 1 Finding the K value in the K-

Nearest Neighbor 

Classify (X,Y,s) 

for i = 1 to k do 

      Compute Distance d(Xi,s) 

end for 

Compute set T containing indices for the k-

smallest distances d(Xi,s) 

return majority label for Yi where iϵT 

4.3 The Support Vector Machine 
Many of the researchers focused on using the radial 

basis function kernel of the SVM classifier. But, for 

the IPv4 packet classification problem, the linear 

kernel is used to implement this SVM algorithm. The 

key tuning parameter is gamma, which is the kernel 

width parameter (γ). This parameter distresses the 

smoothing of the shape of the class partitioning of the 

hyper plane. The learning of this hyper plane in the 

linear SVM is done by using linear algebra. For the 

linear kernel, as the gamma value increases, it may 

affect the accuracy of the classification results. In 

order to find the optimal parameters for the SVM, six 

values of γ (2
−1

,2
0
,2

1
,2

2
,2

3
,2

4
) are tested and these 

values are applied to all three different training 

samples. 

Figure 3 shows the relationship between the 

gamma and mean square error when the value of the 

gamma is 8, and the error is high and started to remain 

stable. The optimal value for the gamma chosen for 

our classification problem is 2. Since starting from 

gamma=2, the error started increasing. The major 

drawbacks of the SVM are to select the appropriate 

kernel function. Computation overheads may occur if 

we fail to predict the optimal value for the gamma, 

Tingyao et al. (2015). In this work, we mainly focused 

on the tree-based classifier like the decision tree, the 

random forest and the adaboost classifier. 

Figure 3.  The Relationship between the Gamma and Mean 
Square Error of the SVM Classifier. 

4.4 The Decision Tree 
The decision tree classifier is a tree where each 

internal node denotes the test of an attribute. Each 

branch node denotes the outcome of the test and the 

leaf node denotes the class namely permit or deny. Here 

the CART algorithm is used to build a tree and it uses 

the Gini coefficient as the selection criteria where the 

sample leaf is set as 1 and the leaf split is set as 2. 

Ashari, et al. (2013) stated that each time the attribute 

chosen with the smallest Gini coefficient is the test 

attribute for a given sample. This algorithm is very 

simple and achieved was the accuracy of 85.1%, 

85.8% and 89.7% and for the training sample sizes of 

60%, 70% and 80% respectively. However, the decision 

tree classifier has major disadvantages. Since this 

classifier uses a divide and conquer method, they 

perform well only if a highly relevant attribute exists. If 

many complex interactions are present, the accuracy is 

low. The decision tree classifier works better only if the 

target attributes have discrete values. The defects of 

this classifier are overcome by using the random forest 

algorithm. 

4.5 The Random Forest Classifier 
The Random Forest is a combination of several 

decision trees and works as an ensemble model. When 

compared to the decision tree, this classifier helps in 

reducing the variance by averaging the prediction of 

trees used and hence reduces the over fitting problem. 

In this classifier, the two key tuning parameters 

namely the number of trees (ntree) and the number of 

features in each split (mtry) are tuned to improve the 

accuracy. Several studies focused on using these two 

parameters for better performance. The parameter 

namely, the number of trees is used to build many 

trees to predict the class by taking the average over all 

the trees.  

Figure 4 shows the structure of the simplified 

random forest model for the IPv4 packet 

classification. All the 5-tuple information are stored in 

a separate decision tree and searching takes place in 

each tree. Based on most of the voting, the rule is 

chosen and the corresponding action for the given is 

performed. Hence, in this way the packet classification 

is achieved, and the searching procedure takes place in 

parallel to reduce the computation time. 

To perform searching in the RF, two parameters 

the ntree and the mtry play an important role. In order 

to find the optimal value for these parameters, a range 

of value is assigned and are tested. In the random 

forest, each tree is grown using the randomized tree 

building criteria. The prediction of the ‘ntree’ is 

averaged to give the final prediction. The tree 

construction continues until each leaf node contains not 

more than the ‘k’ training samples for some 

specified ‘mtree’. 

For the ‘ntree’, we have chosen 100 to 500 and the 

‘mtry’ is 1 to 10 with the step size set as 1. However, 

in this analysis, the ‘ntree’ from 300 to 500 retains the 
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same accuracy, so the ‘ntree’ range up to 300 is 

chosen. All these ranges are tested, and the highest 

results are attained with the ’mtry’, which equals to 2. 

Figure 5 shows the relationship between the number 

of split features and the accuracy of the classification 

with the effect of the number of trees used. In 60% of 

the training samples, 90% accuracy is achieved with 

the mtry = 2 and the ntree = 100. Similarly, for the 

70% and 80% of the training samples, the accuracy 

obtained is 93% and 96.9%, respectively. The Random 

Forest classifier is one of the most accurate learning 

algorithms, which produces a highly accurate 

classifier. 

Similarly, the comparison between the ntree and 

the Out-Of-Bag (OOB) error is shown in Figure 6. 

Figure 6 illustrates that the error is decreased when the 

number of trees increases. For ntree to = 100 to 400, 

the OBBs are slightly changed for the three different 

training samples. For all the given training samples, the 

OOBs error remains constant when the ntree is from 

400 to 500, so the tree construction stops when the 

ntree = 500. Therefore, for our packet classification 

problem, the ntree = 100 is chosen as an optimal value 

for the RF classifier.  

Figure 4.  The Simplified Structure of the Random Forest Model for the Packet Classification. 

    (a)                                                     (b)                                                     (c) 
Figure 5.  The Relationship between the Number of Features and Accuracy of the RF Classifier with the Effect of the Number of 
Trees. (a) The Training Sample Size is 60%, (b) The Training Sample Size is 70%, (c) The Training Sample Size is 80%). 
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Figure 6.  The Comparison between the ntree and the OOB 
Error using the Different Training Samples. 

In this work, the hyper parameters namely the ‘n-

estimators’ and the min_sample_leaf increases the 

performance accuracy and the model speed is 

increased by the ‘n_job’ and the ‘oob_score’. The 

classifier is easy to measure on the relative importance 

of each feature on the prediction. The Sklearn 

provides a tool, which measures the above features, so 

this algorithm is considered easy to use and the 

optimal value for the hyper parameters in this 

classification problem produces a good prediction 

result. 

4.6 The AdaBoost Classifier 
The AdaBoost classifier is used to improve or 

boost the performance of the decision tree using the 

binary class (Permit/Deny) classification. This 

classifier is used only for binary classification problems, 

so each decision base makes one decision on the given 

input variables and the outputs as 0 or 1. In this work, 

the decision base is prepared with the training 

samples using the weighted samples. Each feature in 

the training sample is said to be weighted. The weight 

is calculated as 

 
n

xweight i

1
 (5) 

where xi is the i
th
 input feature and n is the number of

training features, (each row has five input features 

with 1 output). The packet classification accuracy is 

varied by the tuning the key parameter ntree (number 

of trees). The range of the ntree [100 to 600] is chosen 

and the accuracy for the three different training 

samples are analysed. 

Figure 7 shows that when the ntree =100, the 

accuracy is high showing 90.6%, 93.5%, and 93.7% of 

all the three training samples, respectively, so the 

optimal value for the ntree =100 is chosen for our 

classification problem. When the number of the tree 

increases, there is a slight variation in the 

classification rate. Figure 8 shows that the error rate is 

high when the ntree = 200. From ntree 300 to 500 

there is only a slight variation in error for a training 

sample of the size 70% and 80%, so the optimal value 

is said to be 100 for this classification problem. 

Figure 7. The Relationship between the Classification Accuracy 
and the Number of Trees.  

Figure 8. The Relationship between the Mean Square Error 
and the Number of Trees. 

4.7 The Performance of Classifiers 
From the analysis of each classifier algorithm, the 

optimal value of the various tuning parameters is 

summarized and illustrated in Table 4.  

Table 4. The Key Parameter with their Optimal Value 

Classification 

Algorithm 

Key 

Parameters 
Values 

Multi-layer 

perceptron 

  Hidden nodes 

  Epochs 

21 

3000 

K-Nearest Neighbor   K-value 1 

Decision tree   min_sample_leaf  

  min_sample_split 

1 

2 

Random forest   n-estimators (ntree) 

  n-jobs (step size) 

  mtry 

100 

1 

2 

AdaBoost   Learning rate 

  n-estimators (ntree) 

1 

100 to 500 

Support Vector 

Machine 

  Cost (c) 

  Cache size 

100 

200 

By using the parameters, the overall performance of 

these algorithms is described in Table 5 and it shows 

that the training sample size of 80% of data is 

achieved at a higher classification accuracy for all the 



Table 5. The Overall Comparison Performance of the Machine Learning Classification Algorithms. 

Machine 

Learning 

Algorithms 

Train 

data 

size (%) 

Accuracy Precision Recall F1score 
False 

Positive 
Rate 

Time 
(sec)

MLP 

60 

70 

80 

64.3 

69.1 

72 

0.854 

0.786 

0.718 

0.304 

0.573 

0.692 

0.448 

0.663 

0.704 

0.062 

0.217 

0.301 

1012 

1218 

1299 

KNN 

60 
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0.945 

 0.94 
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      0.075 
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       0.1274 

Figure 9. The Overall Comparison of the Accuracy, Precision, 
Recall and Fscore for the Classifier Algorithms using the 
Training Sample Size by 80%. 

Figure 10. The Comparison of the Computation Time. 

classifier algorithms so in this paper, the result 

analysis and discussion is concentrated on the 80% of 

the training samples. The results clearly show that the 

MLP gives a very poor performance in terms of 

accuracy and execution time. Furthermore, the 

classification accuracy of the SVM is also below 80%, 

which is not appropriate for the packet classification. 

Therefore, the MLP and SVM algorithms are not 

taken into consideration for further discussions. When 

comparing the conventional approaches, Singh K et.al 

(2011) also suggested that the execution time for the 

MLP and the radial basis function are high and 

accuracy low. When compared to the existing 

conventional approaches, the Random Forest algorithm 

gives better performance, whose accuracy is 96.4% and 

the execution time is 0.1274 secs, but other ML 

algorithms are merely less than the random forest. So, 

the random forest is used as a good packet 

classification algorithm due to high accuracy. 

The experimental results demonstrated that the 

accuracy of the classification rises with increasing 

training samples. For the IPv4 packet classification 

problem, the RF classifier performed better when 

compared with other classifier algorithms. The 

existing machine learning classifier (Sing, et al. 2011) 

like the multi-layer perceptron, and the radial basis 

function required an execution time of 205 seconds 

and 41 seconds, respectively. In this paper, the random 

forest required 0.1274 seconds for the performing 

classification with high accuracy than the existing 

machine learning classifier. This classifier always 

added additional randomness to the model at the time 

of growing the trees. While splitting the node, it 

searches only the best features among a random subset 

of features, instead of searching for the most important 

features. Therefore, this random forest classifier is 

better for the accurate classification than other 

classifiers. 
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5 CONCLUSION 
A network classifier packet depends on the class 

and adopts the mechanism to ensure the QoS 

requirements. To do so, every router needs to classify 

the packets. To achieve the packet classification, the 

ML classification algorithms are studied and 

evaluated. Three objectives in this paper are achieved 

by using the Random Forest classifier algorithm. 

Experimental result show that the three algorithms 

give high accuracy ranging from 93% to 97%, with 

the RF classifier on the average producing the highest 

accuracy with a training sample size of 80%. By 

choosing the optimal value for the ntree and the mtry 

key parameters, the RF classifier attained the best 

accuracy rate. 

Over-fitting is a major problem in the machine 

learning algorithms but most of the time, over-fitting 

won’t happen in the random forest algorithm. Due to 

enough trees in the forest, the classifier won’t over-fit 

the model but sometimes due to many trees, this 

algorithm may become slow and ineffective for real 

time predictions. This random forest is fast to train, 

but it is slow to create predictions. We further 

concentrate on the deep learning neural network with 

the TensorFlow for the classifying packets using 

different features of the IPv4 packet header. 
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