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#### Abstract

Given a connected undirected graph $G$ whose edges are labeled, the minimum labeling spanning tree (MLST) problem is to find a spanning tree of $G$ with the smallest number of different labels. The MLST is an NP-hard combinatorial optimization problem, which is widely applied in communication networks, multimodal transportation networks, and data compression. Some approximation algorithms and heuristics algorithms have been proposed for the problem. Firefly algorithm is a new meta-heuristic algorithm. Because of its simplicity and easy implementation, it has been successfully applied in various fields. However, the basic firefly algorithm is not suitable for discrete problems. To this end, a novel discrete firefly algorithm for the MLST problem is proposed in this paper. A binary operation method to update firefly positions and a local feasible handling method are introduced, which correct unfeasible solutions, eliminate redundant labels, and make the algorithm more suitable for discrete problems. Computational results show that the algorithm has good performance. The algorithm can be extended to solve other discrete optimization problems.
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## 1 Introduction

Given a connected undirected labeled graph $G=(V, E, L)$, where $V, E$ and $L$ represent the set of vertices, the set of edges, and the set of labels, respectively. Each edge of $E$ is assigned a label from set $L$ and each label in $L$ can be assigned to one or more edges. The minimum labeling spanning tree (MLST) problem is to find a spanning tree of $G$ with the least number of different labels. Fig. 1 illustrates the MLST. In Fig. 1a, a label graph $G=(V, E, L)$ is given, where $V=\left\{v_{1}, v_{2}, \ldots, v_{6}\right\}, L=\{R, B, G r, Y, P\}$, and the label with each edge is indicated by the letter close to it. Fig. 1 b shows an optimal solution $L_{\text {opt }}=\{R, B\}$ with $\left|L_{\text {opt }}\right|=2$, and its minimum labeling spanning tree. The MLST problem is a combinatorial optimization problem, which has a wide range of applications in communication networks [1], multimodal transportation networks [2], and data compression [3]. For example, in communication networks, there are many
different types of communication media, such as fiber optics, cable, microwave, telephone line, and so on. A node can communicate with other nodes by selecting different types of media. When a communication network is constructed, it requires that the network must be connected. To reduce the cost and complexity of the network, it is often desirable to find a spanning tree that uses as few types of media as possible.


Figure 1: Small example for the MLST. (a) Original graph. (b) Minimum labeling spanning tree
The MLST problem was first introduced by Chang et al. [4]. They showed this problem is NP-hard by a reduction from the set cover problem and presented an exact exponential algorithm based on the $A^{*}$ algorithm and two heuristics algorithms which are the edge replacement algorithm (ERA) and the maximum vertex cover algorithm (MVCA). Krumke et al. [5] analyzed the result of Chang and Leu from theoretical performance, proposed an approximation algorithm based on the MVCA with logarithmic performance guarantee and showed that there is no constant factor approximation with polynomial time for the MLST problem unless $\mathrm{P}=\mathrm{NP}$. Since then, researchers have studied the MLST problem and proposed many heuristic algorithms [6-10], approximation algorithms [11-13], integer programming (IP) models and methods [14-17]. In recent years, a wide variety of meta-heuristics methods have been proposed and used to solve NP-hard problems [18-20]. For the MLST problem, the meta-heuristics method is one of the main research methods. Xiong et al. [7,21] and Nummela et al. [22] proposed some efficient genetic algorithms for the MLST problem. Cerulli et al. [23] applied the pilot method to deal with the MLST problem and compared it with several meta-heuristic methods (simulated annealing, reactive tabu search, and variable neighborhood search). Chwatal et al. [24] applied ant colony optimization to solve the problem. Consoli et al. [25] proposed a hybrid local search method combining with variable neighborhood search and simulated annealing. Lai et al. [26] theoretically studied the performances of evolutionary algorithms for the MLST problem. Consoli et al. [27] proposed an intelligent optimization method that integrates variable neighborhood search with some complementary approaches and self-tuning mechanisms. Recently, Da Silva et al. [28] presented a meta-heuristic method, which combines the efficiency of constructing heuristic algorithms with the exploration capacity of local search methods based on MIP.

Nowadays, most meta-heuristic algorithms inspired by the biological process in nature have been developed and shown their power and efficiency in various fields, such as Genetic algorithm [7], Particle Swarm algorithm [29], and Ant Colony algorithm [24]. The swarm intelligent algorithms simulate the interaction and cooperation between individuals and their own independent behavior in real swarm organisms. Therefore, the methods have a good learning mechanism between individuals, which can promote the algorithm to converge faster, and a strong individual self-learning ability, which makes the algorithm to fall into a local optimum solution with lower probability. The firefly algorithm is a swarm intelligent meta-heuristic method developed by

Yang [30,31] to solve continuous optimization problems. It has two major advantages over other evolutionary algorithms: automatical subdivision and the ability of dealing with multimodality. Since the firefly algorithm is based on attraction and attractiveness decreases with distance the whole population can automatically subdivide into subgroups, and each group can swarm around each mode or local optimum. Among all these modes, the best global solution can be found. If the population size is sufficiently higher than the number of modes, this subdivision allows the fireflies to be able to find all optima simultaneously [32]. Although the basic firefly algorithm is easy to operate and implement, it cannot be directly used to solve discrete problems [33]. Thus, discrete firefly algorithms have received extensive attention from many researchers. There are two modifying methods to make the basic firefly algorithm suitable for discrete problems. The first method is to update the position of a firefly in the continuous space and then convert its result to discrete values based on a threshold function [34,35]. This method is suitable for problems with binary variables. However, the solution depends on the threshold function. The second method is to directly update the position of firefly in discrete space based on the nature code of problems [36,37]. The method uses Hamming distance to measure the distance between fireflies, and uses different update methods to update the position of fireflies according to the properties of problems.

In this paper, we study applying the firefly algorithm to solve the MLST problem. The main contributions are: (1) proposed a novel binary firefly algorithm for the MLST problem; (2) proposed a new strategy of updating firefly positions by switching the bits of the position of a firefly, where the changing bit number can be computed based on the attractiveness, distance or other parameters; (3) proposed a local feasible handling method to repair the unfeasible solution, eliminate redundant labels, and make the algorithm more suitable for discrete problems; (4) evaluated the performance of the algorithm, and the computational results show the algorithm is as effective as existing meta-heuristic approaches.

## 2 Firefly Optimization Algorithm

### 2.1 Firefly Algorithm

Firefly algorithm is a population-based meta-heuristic inspired by the flashing behavior of fireflies in nature [30,31]. In a swarm of fireflies, each firefly flashes its light, and its brightness can be different. Brighter fireflies will attract darker fireflies. Moreover, the attractiveness between two fireflies decreases with the increase of their distance and the light absorption of medium. In the algorithm, each firefly is a feasible solution randomly distributed in the solution space, the brightness of each firefly depends on the value of the objective function, and the attractiveness will guide fireflies to iteratively move towards more attractive locations to obtain a better solution.

Defining the brightness and attractiveness of fireflies are two important issues for the firefly algorithm to solve optimization problems. For a maximization problem, the brightness is proportional to the value of the objective function. For a minimization problem, however, the brightness is inversely proportional to the value of the objective function. The attractiveness between two fireflies is relative and changes with the distance between them. At the same time, the attractiveness is also related to the absorption coefficient of the medium. Its general form is as follows:
$\beta\left(d_{i j}\right)=\beta_{0} e^{-\gamma d_{i j}^{k}} \quad(k \geq 1)$
where $d_{i j}$ is the distance between two fireflies $i$ and $j, \beta_{0}$ is the maximum attractiveness, i.e., the attractiveness at $d_{i j}=0$, and $\gamma$ is the light absorption coefficient. The distance $d_{i j}$ between two
fireflies $i$ and $j$ at positions $\boldsymbol{x}_{\boldsymbol{i}}$ and $\boldsymbol{x}_{\boldsymbol{j}}$ is defined the following:
$d_{i j}=\left|\mathbf{x}_{\mathbf{i}}-\mathbf{x}_{\mathbf{j}}\right|=\sqrt{\sum_{k=1}^{\operatorname{dim}\left(x_{i k}-x_{j k}\right)^{2}}}$
where dim is the dimension number of firefly's position.
The updating position of a firefly is determined by the following formulation.
$x_{i}=x_{i}+\beta\left(d_{i j}\right)\left(x_{j}-x_{i}\right)+\alpha($ rand -0.5$)$
In the left of Eq. (3), $\boldsymbol{x}_{\boldsymbol{i}}$ is the new position of firefly $i$. In the right of Eq. (3), $\boldsymbol{x}_{\boldsymbol{i}}$ and $\boldsymbol{x}_{\boldsymbol{j}}$ are respectively the current positions of fireflies $i$ and $j$; the second term is the increment of firefly $i$ due to the attraction of the brighter firefly $j$, which makes the algorithm have global search capability; and the last term represents the random movement of firefly $i$, which lets the algorithm have local search capability; where $\alpha$ is the random parameter and rand is a vector of random number generator uniformly distributed in the space $[0,1]$.

### 2.2 Binary Firefly Algorithm

The basic firefly algorithm is proposed to solve continuous optimization problems, and the algorithm cannot be applied directly to discrete problems. To solve the permutation flow shop scheduling problems, Sayadi et al. [34] first proposed a binary firefly algorithm, which was designed by modifying the basic firefly algorithm to adapt to solving discrete problems. There are two methods to modify the original firefly algorithm to get the discrete algorithm. The first method is to update the position of fireflies in the continuous space and then discretize, and the second method directly updates the position of fireflies in discrete space. For a detailed review of binary firefly algorithms, see the recent survey of Tilahun et al. [38]. In this paper, the binary firefly algorithm belongs to the second method, and a novel method is proposed using a complete binary operation for updating the position of fireflies.

## 3 Binary Firefly Algorithm for the MLST Problem

In the MLST problem, a given labeled graph $G=(V, E, L)$ needs to be connected, where $|V|=n,|E|=m$ and $|L|=l$, otherwise there doesn't exist a solution to the problem. The MLST problem can be equivalently defined as a connected spanning subgraph instead of a spanning tree. Since if a spanning subgraph $G^{\prime}$ of graph $G$ by induced all edges with labels in the label set $R$ is connected, then any spanning tree of graph $G^{\prime}$ has at most $|R|$ labels. Moreover, if $R$ is the minimum label set such that graph $G^{\prime}$ is connected, then any spanning tree of $G^{\prime}$ is a minimum labeling spanning tree in graph $G^{\prime}$. Thus, for the MLST problem, a feasible solution can be defined as a subset $R$ of label set $L$ such that the graph $G^{\prime}$ induced by all edges with the labels in $R$ is connected. In the following, we discuss some important definitions and operations of the binary firefly algorithm for the MLST problem in detail.

### 3.1 Preprocessing

To speed the algorithm, given instance is preprocessed first. In a connected graph, if a bridge (cut edge) is deleted, then the graph becomes unconnected. Thus, the corresponding label of the bridge must be in all feasible solutions of the MLST problem. Therefore, we first find all bridges in input graph $G$, and the corresponding label set is denoted by $L_{f}$. In the algorithm, we only require to find a label subset $L_{s}$ from set $L-L_{f}$.

### 3.2 Initializing Population of Fireflies

The position of each firefly in a population represents a feasible solution, where the feasible solution is defined by a label subset $L_{s}$ from set $L_{u}=L-L_{f}$ such that all edges with labels in $L_{s} \cup L_{f}$ construct a connected subgraph of $G$. For each firefly $i$, its position is encoded as a vector $\boldsymbol{x}_{\boldsymbol{i}}=\left[x_{i 1}, x_{i 2}, \ldots, x_{i l u}\right]$, where $x_{i j} \in\{0,1\}, l_{u}=\left|L_{u}\right|$ and $j \in\left\{1,2, \ldots, l_{u}\right\}$, if $x_{i j}=1$, then the $j$-th label in set $L_{u}$ is in the feasible solution which the firefly stands for, otherwise it isn't in the solution. In initializing the population, the position $\boldsymbol{x}_{\boldsymbol{i}}$ of each firefly $i$ is generated by randomly assigning 1 to an element of $\boldsymbol{x}_{\boldsymbol{i}}$ which is originally a zero vector until a feasible solution arises. Therefore, the initial population can be easily generated.

### 3.3 Defining Attractiveness and Distance

For the MLST problem, the light intensity of firefly $i$ is defined as $I\left(\mathbf{x}_{\mathbf{i}}\right)=l_{u}-\sum_{k=1}^{l_{u}} \mid x_{i k}$, which represents the number of unselected labels in set $L_{u}$. The less the number of selected labels is, the brighter the firefly flashes. The position of firefly is represented in binary code. Thus, Eq. (2) is no longer suitable for measuring the distance between two fireflies. In our algorithm, we use Hamming distance $d_{i j}$ to measure the distance between two fireflies $i$ and $j$ at positions $\boldsymbol{x}_{\boldsymbol{i}}$ and $\boldsymbol{x}_{\boldsymbol{j}}$ respectively.
$d_{i j}=\left|x_{i}-x_{j}\right|=\sum_{k=1}^{l_{u}}\left|x_{i k} \oplus x_{j k}\right|$
where $\oplus$ denotes the XOR operation.
The attractiveness $\beta\left(d_{i j}\right)$ between the two fireflies $i$ and $j$ is defined as follows.
$\beta\left(d_{i j}\right)=\frac{\beta_{0}}{1+\gamma d_{i j}}$

### 3.4 Binary Movement Operator of Fireflies

In the algorithm, the distance between two fireflies is measured by the hetero-elements of two fireflies. Changing some hetero-elements in the darker firefly may improve its light intensity. Thus, the movement of a firefly is achieved by changing some elements of position $x$ from 0 to 1 or from 1 to 0 . In each iteration, each firefly has two ways of moving: the attraction movement guided by the brighter fireflies which is called $\beta$-step in the basic firefly algorithm and is regulated by the attractiveness, and the random movement. In the algorithm, we define the number $l_{i j}$ of changing hetero-elements of firefly $i$ due to the attraction of the brighter firefly $j$.
$l_{i j}=\operatorname{round}\left(\beta\left(d_{i j}\right) \times\left|\boldsymbol{x}_{\boldsymbol{i}}-\boldsymbol{x}_{\boldsymbol{j}}\right|\right)=\operatorname{round}\left(\frac{d_{i j} \beta_{0}}{1+\gamma d_{i j}}\right)$
where $\operatorname{round}(x)$ is the function that round $x$ to the nearest integer. $\beta\left(d_{i j}\right)$ is a percent of heteroelements between fireflies $i$ and $j$. Thus, the $\beta$-step operation is randomly selecting $l_{i j}$ elements in the hetero-elements of firefly $i$ with firefly $j$, and changing the values of the elements from 0 to 1 or from 1 to 0 .

The random movement, also called $\alpha$-step in the basic firefly algorithm, is controlled by parameter $\alpha$. We define the number $l_{i}$ of changing elements of firefly $i$ caused by its random movement as follows.
$l_{i}=\operatorname{round}\left(\alpha \times \mid\right.$ rand $\left.-0.5 \mid \times l_{u}\right)$
where rand is a random number generator uniformly distributed in the space $[0,1]$. The $\alpha$-step operation is randomly selecting $l_{i}$ elements in the position of firefly $i$, and changing the values of the elements from 0 to 1 or from 1 to 0 .

After the $\beta$-step and $\alpha$-step operations, the position of firefly $i$ is updated.

### 3.5 Local Feasible Handling

In a connected labeled graph, a label is redundant if the remaining graph is still connected after deleting the corresponding edges of the label from the graph. After updating the position of each firefly, the graph represented by the position of a firefly can be unconnected, or has some redundant labels. Thus, we apply an additional local operation for each firefly such that we can build a feasible solution and eliminate redundant labels. The unfeasible solutions are repaired by randomly selecting an element whose value is 0 and changing its value from 0 to 1 , until the graph which the firefly stands for becomes connected. Then, checking each label whether being redundant or not, and deleting all redundant labels.

### 3.6 Algorithm and Running Time Analysis

The binary firefly algorithm for the MLST is described in the pseudocode as Algorithm 1. In the following, we analyze the time complexity of Algorithm BFA. In the preprocessing (line 2), we call Tarjan's bridge-finding algorithm [39] to search all bridges of graph $G$ with running time $O\left(n^{2}\right)$. $\beta$-step operation (line 10) and $\alpha$-step operation can perform in time $O(l)$. In line 13 , we can add or delete at most $O(l)$ labels and use depth-first search (DFS) with running time $O(m+n)$ to determine whether a solution is feasible or redundant. Thus, the worst running time of the local feasible handing (line 13) is $O(l(m+n)$ ). In line 6, it takes $O(S \lg (S))$ time to sort the population in ascending order according to light intensity. Hence, it takes $O\left(T S^{2} l(m+n)\right.$ ) time to run the programming from line 5 to line 17 . In line 19 , we can use the DFS method to get a spanning tree at $O(m+n)$ time. Therefore, the total running time of BFA is $O\left(T S^{2} l(m+n)\right)$.

```
Algorithm 1: BFA
Input: A connected labeled undirected graph \(G(V, E, L)\);
Output: A labeling spanning tree \(T r\) and label set \(L_{T r}\).
    1. Set parameters: \(\alpha, \beta, \gamma, T\) (maximum iteration number) and \(S\) (size of the population), \(t=1\);
    2. Preprocess: find all bridges in graph \(G\) and the corresponding label set \(L_{f}\);
    3. \(L_{u}=L-L_{f} ; \quad \% L_{f}\) must be in the solution, while \(L_{u}\) is uncertain.
    4. Generate the initial population of fireflies \(X=\left\{x_{1}, x_{2}, \ldots, x_{S}\right\}\);
    5. while \(t \leq T\) do
    6. Sort the population in ascending order by light intensity \(I\left(\mathbf{x}_{\mathbf{i}}\right)=l_{u}-\sum_{k=1}^{l_{u}}\left|x_{i k}\right|\);
    7. for \(i=1\) to \(S\) do
    8. for \(j=1\) to \(i\) do
9. if \(I\left(x_{j}\right)>I\left(x_{i}\right)\) then
```

```
Algorithm 1 (Continued)
10. \(\beta\)-step operation: \(l_{i j}=\operatorname{round}\left(\frac{d_{i j}}{1+\gamma d_{i j}}\right)\), randomly select \(l_{i j}\) elements from the hetero-elements
        of firefly \(i\) with firefly \(j\), and change its values \(0 \rightarrow 1\) or \(1 \rightarrow 0\);
11. \(\alpha\)-step operation: \(l_{i}=\operatorname{round}\left(\alpha \times \mid\right.\) rand \(\left.-0.5 \mid \times l_{u}\right)\), randomly select \(l_{i}\) elements of firefly \(i\),
        and change its values \(0 \rightarrow 1\) or \(1 \rightarrow 0\);
        end if
        Local Handling: if \(G\left[x_{i}\right]\) is unconnected, then randomly select an element \(x_{i k}=0\), let
        \(x_{i k}=1\), until \(G\left[x_{i}\right]\) is connected; Delete all redundant labels;
    end for
    end for
    \(t=t+1 ;\)
    end while
    Get the brightest position \(\boldsymbol{x}_{\text {best }}\);
    Find a spanning tree \(T r\) of graph \(G\left[x_{\text {best }}\right]\) and label set \(L_{T r}\);
    return the labeling spanning tree \(T r\) and label set \(L_{T r}\);
```


## 4 Experiments and Computational Results

To evaluate the performance of the algorithms, we perform computational experiments on the set of benchmark instances of Cerulli et al. [23] which has been used in MLST literatures [7-10,21,24-28]. In our experiments, we choose 36 different datasets from the benchmark set which cover small, middle, and large instances, and each dataset contains 10 different graphs of the MLST problem with the same parameters which are the number of vertices ( $n$ ), the density of edges $(d)$, and the number of labels $(l)$. In each graph, the number of edges $m=d \cdot \frac{n \cdot(n-1)}{2}$, where the value of $d$ is $0.8,0.5$, and 0.2 , respectively. For each dataset the solution quality is evaluated as the average objective function value of the 10 different graphs with the same parameters. Our method is compared in terms of solution quality, computational time, and iterative process with the methods: Exact method (EXACT), the MVCA [5], the VNS [8], the GRASP [8], and the MGA [7]. For the EXACT, we obtain the optimal solution by backtrack search which checks all possible subsets of the label set and finds all feasible solutions. To reduce the number of subsets, we use the label number of the MVCA solution in the initial step to prune some solution space. In the GRASP, we also use the above approach to reduce the number of possible subsets. The running time of the EXACT method grows exponentially, but it is reasonable if the problem size is small and the optimal solution is small. In our experiments, if it takes more than 3 hours to test the EXACT, the exact solution and running time are reported "-". The MVCA is a greedy heuristics that starts with an empty graph, then successively adds one label which minimize the number of connect components, until the graph becomes one connected graph. The VNS is a meta-heuristic method based on dynamic changes of the neighborhood structure during the search process. All of the methods were implemented on the Matlab platform and performed on a computer with Intel(R) Core(TM) I5-8265U CPU, $1.60 \mathrm{GHz}, 8 \mathrm{G}$ of RAM, and Windows 10 as the operating system.

We first test small instances with $n=l=20,30,40,50$ and $d=0.8,0.5,0.2$. The population size is 10 in the MGA and BFA, and the number of iterations is 10 except for the EXACT and

MVCA. Computational results are presented in Tab. 1, and iterative processes are described in Figs. 2-4. In Tab. 1, the values of the last row are the sum of the corresponding columns above. Observing the table and figures, the results and running time of the EXACT are better for small instances, but the running time increases exponentially as the size of instance becomes larger. All heuristic methods performed well for the instances. The MGA can converge to the best results after one iteration, but it is slower than other heuristic methods. Although the methods MVCA, VNS and GRASP have less running time than the MGA and BFA, their solutions are not very well. The BFA can yield the best solutions, and its running time is between the MGA and the MVCA, VNS and GRASP.

Table 1: Computational results for the MLST problem with $n=l=20,30,40,50$

| Parameters |  |  | Objective function values |  |  |  |  |  | Time (seconds) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | $n$ | $l$ | EXACT | MVCA | VNS | GRASP | MGA | BFA | EXACT | MVCA | VNS | GRASP | MGA | BFA |
| 0.8 | 20 | 20 | 2.5 | 2.6 | 2.5 | 2.5 | 2.5 | 2.5 | 0.141 | 0.029 | 0.325 | 0.221 | 4.519 | 1.953 |
|  | 30 | 30 | 2.7 | 2.8 | 2.8 | 2.7 | 2.7 | 2.7 | 0.423 | 0.051 | 0.541 | 0.347 | 7.017 | 2.086 |
|  | 40 | 40 | 2.6 | 2.7 | 2.6 | 2.6 | 2.6 | 2.6 | 0.669 | 0.065 | 0.807 | 0.492 | 8.561 | 2.490 |
|  | 50 | 50 | 3 | 3 | 3 | 3 | 3 | 3 | 1.596 | 0.086 | 1.275 | 0.789 | 11.004 | 2.758 |
| 0.5 | 20 | 20 | 3.1 | 3.1 | 3.1 | 3.1 | 3.1 | 3.1 | 0.210 | 0.035 | 0.557 | 0.294 | 5.683 | 2.286 |
|  | 30 | 30 | 3.9 | 4.0 | 3.9 | 3.9 | 3.9 | 3.9 | 2.652 | 0.063 | 1.099 | 0.581 | 8.801 | 2.769 |
|  | 40 |  | 4 | 4 | 4 | 4 | 4 | 4 | 8.071 | 0.089 | 1.507 | 0.877 | 11.133 | 3.125 |
|  | 50 | 50 | 4.1 | 4.5 | 4.1 | 4.2 | 4.1 | 4.1 | 29.039 | 0.125 | 2.537 | 1.281 | 14.231 | 3.702 |
| 0.2 | 20 | 20 | 7.2 | 7.4 | 7.2 | 7.2 | 7.2 | 7.2 | 16.431 | 0.078 | 2.084 | 0.812 | 22.482 | 4.615 |
|  | 30 | 30 | 7.4 | 8.0 | 7.5 | 7.5 | 7.4 | 7.4 | 1026.321 | 0.150 | 3.653 | 1.245 | 31.877 | 7.001 |
|  | 40 | 40 | - | 8.5 | 7.9 | 8.1 | 7.7 | 7.7 | - | 0.182 | 5.179 | 2.203 | 45.281 | 9.817 |
|  | 50 | 50 | - | 9.6 | 9 | 9.1 | 8.9 | 8.9 | - | 0.325 | 8.748 | 2.838 | 62.374 | 10.116 |
| Total |  |  | - | 60.2 | 57.6 | 57.9 | 57.1 | 57.1 | - | 1.278 | 28.312 | 11.98 | 232.963 | 52.718 |





Figure 2: Iterative process of instances $(n=l=20,30,40,50$ and $d=0.8)$


Figure 3: Iterative process of instances $(n=l=20,30,40,50$ and $d=0.5$ )


Figure 4: Iterative process of instances $(n=l=20,30,40,50$ and $d=0.2$ )

Table 2: Computational results for the MLST problem with $n=200$

| Parameters |  |  | Objective function values |  |  |  |  |  | Time (seconds) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | $n$ | $l$ | EXACT | MVCA | VNS | GRASP | MGA | BFA | EXACT | MVCA | VNS | GRASP | MGA | BFA |
| 0.8 | 200 | 50 | 2 | 2 | 2 | 2 | 2 | 2 | 0.049 | 0.080 | 0.715 | 0.758 | 87.082 | 12.817 |
|  | 200 | 100 | 2.4 | 2.6 | 2.6 | 2.4 | 2.5 | 2.5 | 2.129 | 0.217 | 3.098 | 2.913 | 153.992 | 15.649 |
|  | 200 | 200 | 4 | 4 | 4 | 4 | 4 | 4 | 1235.045 | 0.713 | 14.126 | 9.222 | 347.396 | 23.552 |
|  | 200 | 250 | - | 4.7 | 4.8 | 4.6 | 4.5 | 4.6 | - | 1.169 | 25.438 | 14.639 | 637.622 | 68.616 |
| 0.5 | 200 | 50 | 2.2 | 2.4 | 2.3 | 2.2 | 2.2 | 2.2 | 0.2745 | 0.117 | 1.371 | 1.477 | 191.258 | 29.885 |
|  | 200 | 100 | 3.4 | 3.8 | 3.5 | 3.5 | 3.5 | 3.5 | 66.140 | 0.346 | 7.162 | 5.179 | 439.808 | 53.005 |
|  | 200 | 200 | - | 6.1 | 6.1 | 5.8 | 5.9 | 5.9 | - | 1.031 | 36.519 | 17.921 | 804.553 | 63.250 |
|  | 200 | 250 | - | 7 | 7.1 | 6.5 | 6.6 | 6.6 | - | 1.373 | 53.809 | 23.662 | 1215.473 | 75.947 |
| 0.2 | 200 | 50 | 5.2 | 5.5 | 5.4 | 5.3 | 5.3 | 5.3 | 981.397 | 0.219 | 6.844 | 3.344 | 150.340 | 33.121 |
|  | 200 | 100 | - | 8.7 | 8.9 | 8.5 | 8.4 | 8.6 | - | 0.717 | 35.710 | 11.794 | 335.892 | 50.581 |
|  | 200 | 200 | - | 13.4 | 13.3 | 12.8 | 12.4 | 12.4 | - | 2.289 | 182.592 | 34.037 | 837.144 | 148.797 |
|  | 200 | 250 | - | 15.5 | 15.6 | 14.9 | 14.8 | 14.8 | - | 3.222 | 286.044 | 58.492 | 1041.374 | 236.309 |
| Total |  |  | - | 75.7 | 75.6 | 72.5 | 72.1 | 72.4 | - | 11.493 | 653.428 | 183.438 | 6241.934 | 811.529 |

The second dataset group is middle instances with $n=200, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=$ $0.8,0.5,0.2$. The population size is 20 in the MGA and BFA, and the number of iterations is 15 except for the EXACT and MVCA. Computational results and iterative processes are described in Tab. 2 and Figs. 5-7. For instances with small density and a high number of labels, it is difficult
for the EXACT to calculate the results in a limited time. All heuristic methods can perform for the instances, but their performances are different. The MGA can converge to the best results, but its speed is the slowest. Although the MVCA and VNS have fast running speeds, they are easy to fall into a local optimal solution. The GRASP and BFA can yield better solutions, but the BFA runs slower than the GRASP.


Figure 5: Iterative process of instances $(n=200, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=0.8)$



Figure 6: Iterative process of instances $(n=200, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=0.5)$


Figure 7: Iterative process of instances ( $n=200, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=0.2$ )

The last dataset group is big instances with $n=500, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=0.8$, $0.5,0.2$. The population size is 40 in the MGA and BFA, and the number of iteration is 15 except for the EXACT and MVCA. Computational results and iterative processes are described in Tab. 3 and Figs. 8-10. For most instances, the EXACT is difficult to calculate results within a limited time. All heuristic methods can perform for the instances, but they vary widely in performance. The MGA can obtain the best results, but its running time is unacceptable. Although the MVCA runs fast, its solution is bad. The performance of the VNS is worst in the methods. The comprehensive performances of the GRASP and BFA are the best in these methods, but the BFA runs slower than the GRASP.

Table 3: Computational results for the MLST problem with $n=500$

| Parameters |  |  | Objective function values |  |  |  |  |  | Time (seconds) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | $n$ | $l$ | EXACT | MVCA | VNS | GRASP | MGA | BFA | EXACT | MVCA | VNS | GRASP | MGA | BFA |
| 0.8 | 500 | 125 | 2 | 2 | 2 | 2 | 2 | 2 | 3.266 | 0.659 | 7.458 | 7.124 | 657.503 | 97.505 |
|  | 500 | 250 | 3 | 3 | 3 | 3 | 3 | 3 | 108.128 | 2.153 | 28.169 | 23.975 | 1266.91 | 123.841 |
|  | 500 | 500 | - | 5 | 5 | 5 | 5 | 5 | - | 7.874 | 181.237 | 93.773 | 2723.955 | 276.55 |
|  | 500 | 625 | - | 5.9 | 5.9 | 5.4 | 5.3 | 5.3 | - | 11.274 | 309.652 | 150.193 | 6090.295 | 255.61 |
| 0.5 | 500 | 125 | 2.9 | 3.1 | 2.9 | 2.9 | 2.9 | 2.9 | 24.193 | 1.023 | 15.399 | 13.125 | 691.59 | 118.979 |
|  | 500 | 250 | - | 4.4 | 4.4 | 4.3 | 4.3 | 4.3 | - | 3.158 | 79.369 | 39.835 | 1328.951 | 162.847 |
|  | 500 | 500 | - | 7.3 | 6.6 | 6.4 | 6.4 | 6.5 | - | 11.906 | 419.413 | 139.958 | 2718.718 | 338.509 |
|  | 500 | 625 | - | 8.3 | 8.6 | 8.2 | 7.9 | 8.3 | - | 16.984 | 742.66 | 230.789 | 7539.984 | 432.228 |
| 0.2 | 500 | 125 | - | 6.8 | 6.3 | 6.3 | 6.2 | 6.3 | - | 2.376 | 89.763 | 33.865 | 1082.705 | 278.292 |
|  | 500 | 250 | - | 10.6 | 10.3 | 10.1 | 10.1 | 10.2 | - | 7.525 | 475.213 | 133.82 | 2032.724 | 498.895 |
|  | 500 | 500 | - | 16.9 | 16.5 | 16.3 | 16.2 | 16.2 | - | 24.188 | 1794.329 | 336.643 | 8637.177 | 925.178 |
|  | 500 | 625 | - | 19.9 | 19.7 | 19.1 | 19.1 | 19.2 | - | 46.997 | 3546.501 | 619.628 | 11536.655 | 1177.899 |
| Total |  |  | - | 93.2 | 91.2 | 89 | 88.4 | 89.2 | - | 136.117 | 7689.163 | 1822.728 | 46307.17 | 4686.333 |





Figure 8: Iterative process of instances $(n=500, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=0.8)$


Figure 9: Iterative process of instances ( $n=500, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=0.5$ )


Figure 10: Iterative process of instances $(n=500, l=0.25 n, 0.5 n, n, 1.25 n$, and $d=0.2$ )
By the above results, it is known that the complexity of the instances increases with the number of vertices and labels of the graph, and the reduction of the density in the graph. For the EXACT, the running time is reasonable if the size of instances is small or the optimal solution is small; while it grows exponentially with the problem size increasing and the graph density reducing. The MVCA has the shortest computational running time than other methods, however, it is easy to obtain a local optimal solution in the greedy local search process. The VNS is a meta-heuristic based on dynamically changing neighborhood structures during the local search process. When the density of the graph is different, the structural properties of the graph are also different. Thus, the computational time of the VNS mainly depends on graph density: the more sparse the graph, the larger the time. The MGA can obtain the solution with the best quality, but its running time is long, even unacceptable. This may be because its chromosomes are obtained by calling MVCA in each of its crossover operations, causing the convergence to become fast but the running time to increase. The GRASP is a meta-heuristic combining the power of greedy local search with randomization, such that it has a good diversification capability. The computational results show that the GRASP can obtain solutions with better quality in a shorter time. Although the BFA runs slower than the GRASP, the computational results reveal that the BFA can reliably search the global optimal or suboptimal solutions within a relatively reasonable time, and the BFA algorithm is stable and has good convergence ability. This may be due to the fact that the

BFA is a swarm intelligent algorithm based on multi-individual search, where each individual searches itself solution by interacting with each other during the iterative search process, the algorithm's final result takes the best solution of all individuals. Thus the quality of the solution is better, but the running time of the algorithm increases. Therefore, the BFA algorithm for the MLST problem is an effective method as other methods from the theoretical analysis and experimental results.

## 5 Conclusions

In this paper we proposed a binary firefly algorithm for the MLST problem. A novel method of updating positions of fireflies is introduced, which makes the algorithm more suitable for solving discrete problems. Moreover, we also applied a preprocessing step to improve the running time of the algorithm, and a local handling step to ensure a feasible solution after updating the position and eliminate redundant labels. Computational results show the algorithm for the MLST problem is as effective as the existing meta-heuristic algorithms. Our BFA algorithm can also be extended to solve other discrete optimization problems. Future research will include trying to improve the performance of the algorithm (such as hybridization with other methods), setting appropriate algorithm parameters and testing large instances of the MLST problem.
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