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Abstract: According to the time series characteristics of the trajectory history
data, we predicted and analyzed the traffic flow. This paper proposed a LSTM-
XGBoost model based urban road short-term traffic flow prediction in order to
analyze and solve the problems of periodicity, stationary and abnormality of time
series. It can improve the traffic flow prediction effect, achieve efficient traffic
guidance and traffic control. The model combined the characteristics of LSTM
(Long Short-Term Memory) network and XGBoost (Extreme Gradient Boosting)
algorithms. First, we used the LSTM model that increases dropout layer to train
the data set after preprocessing. Second, we replaced the full connection layer
with the XGBoost model. Finally, we depended on the model training to strengthen
the data association, avoided the overfitting phenomenon of the fully connected
layer, and enhanced the generalization ability of the prediction model. We used
the Kears based on TensorFlow to build the LSTM-XGBoost model. Using speed
data samples of multiple road sections in Shenzhen to complete the model verifica-
tion, we achieved the comparison of the prediction effects of the model. The results
show that the combined prediction model used in this paper can not only improve
the accuracy of prediction, but also improve the practicability, real-time and scal-
ability of the model.
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1 Introduction

In the area of Intelligent Transportation Systems, accurate traffic speed prediction plays an important
role in traffic control and management. With the development of urban intelligence, people pay more and
more attention to the planning of urban transportation. Especially the traffic flow prediction research has
attracted great attention from many researchers in this field. In recent years, because time series analysis
is an important aspect of traffic flow prediction, traffic flow prediction methods based on deep learning
have been shown strong competitiveness in time series analysis. These methods can be utilized to
simulate traffic characteristics, such as flow, occupancy and speed, or travel time, and produce expected
traffic conditions [1]. The application scenarios of traffic flow forecasting are very wide, for example,
short-term air passenger forecasting [2], inland river traffic flow forecasting [3], intelligent traffic system
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speed forecasting [4], occupancy forecasting [5], traffic flow forecasting [6] and etc. The above phenomena
show that traffic flow prediction is a very meaningful subject.

Using deep learning theory, this paper presents a short-term traffic flow prediction method based on the
LSTM-XGBoost combination model. The LSTM model is used to train the data, and then the hidden layer
neural unit obtained by the full connection is used as the input feature of the XGBoost model and trained.
Finally, the model is optimized through network reconstruction of the combined model.

The main contributions of this article are as follows:

1. First, we construct a multi-layer LSTM prediction model, combine the characteristics of LSTM and
RNN networks to improve the model, and use the reconstructed LSTM model for training and
prediction. Normalizing the data set in the model is to decrease the model’s error value.

2. Second, we introduce the XGBoost model. Because the fully connected layer in the LSTM model is
prone to overfitting, the fully connected layer in the LSTM model is amended by replacing the
XGBoost model. This not only avoids overfitting problems, but also enhances the generalization
ability of the model.

2 Related Work

Various prediction methods are applied in different subject areas. Prediction models are generally
divided into linear statistical models, nonlinear models, intelligent theoretical models and
combination models.

2.1 Linear Statistical Model
Wang et al. [7] proposed an estimation model based on Naive Bayes method to realize the estimation of

the traffic flow speed in the road network which is not covered by samples; Zhang et al. [8] established a real-
time prediction system based on extended Kalman filter (EKF) to predict future passenger flow based on
historical passenger data and recent values; Kumar et al. [9] proposed a short-term traffic flow prediction
scheme based on the seasonal ARIMA (SARIMA) model, which uses only limited input data for short-
term traffic flow prediction.

2.2 Nonlinear Model
Dou et al. [10] proposed a method of traffic flow prediction based on wavelet analysis and ARIMA

model, used wavelet analysis theory to denoise the data, and then used ARIMA model to predict the
traffic flow; Shao proposed a chaotic time series prediction method. The phase space method was
reconstructed using mutual information and pseudo near-point method, and the largest Lyapunov
exponent was obtained with a small amount of data [11].

2.3 Intelligent Theoretical Model
Sha et al. [12] used LNN-based LSTM and GRU networks to predict future passenger traffic, and studied

the prediction effect at time steps; Zhang et al. [13] proposed a new method based on multi-layer LSTM,
combining multi-source traffic data and multiple technologies to improve the performance of passenger
flow prediction; Mou et al. [14] proposed a traffic flow prediction method based on time information
enhancement. This model improves the prediction accuracy by capturing the inherent correlation between
traffic flow and time information.

2.4 Combination Model
Zhang et al. [15] proposed a prediction framework based on support vector regression (SVR), used

random forest (RF) and genetic algorithm (GA) to determine the optimal prediction model parameters;
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Duan et al. [16] used a combination of CNN and LSTM to predict traffic flow; Guo et al. [17] proposed a
model based on the fusion of support vector regression (SVR) and long-short-term memory (LSTM)
neural networks, combined the results of SVR and LSTM into the final output of the prediction model;
Duan et al. [18] adopted a hybrid deep neural network prediction model based on grid and road nested
convolutional LSTM, which can effectively predict the OD traffic of urban taxis.

At present, most researches on traffic flow prediction are using machine learning and deep learning
methods, such as using CNN [19,20], RNN [21], LSTM [3,22] and other models to solve traffic problems
in prediction. Fu et al. [23] used LSTM and GRU neural network methods to predict the traffic flow. This
is the first time that GRU is applied to traffic flow prediction; Liu et al. [24] combined the convolution
and LSTM network to analyze the historical traffic flow data of the predicted points by using the
bidirectional LSTM module. Although this method has improved the prediction accuracy to some extent,
the data preprocessing has not been studied in depth; Yao et al. [25] proposed a deep multi-view space-
time network (DMVST-Net) framework to simulate space-time relationships. Although this method
analyzes the spatiotemporal characteristics of the data, it uses three methods to study them separately,
which does not reflect the advantages of the combined model; Wang et al. [26] and others proposed a
short-term traffic flow prediction model based on LSTM-RNN. Although this model can be adaptively
updated according to the prediction accuracy, it does not solve the overfitting problem of this model;
Wang et al. [27] and others proposed a short-term traffic flow prediction model based on the CNN-
XGBoost hybrid model. Although this model studies the temporal and spatial characteristics of traffic
flow, the disadvantage of the CNN prediction model compared to the LSTM model is that it is difficult to
perform traffic flow multi-step prediction.The grey prediction model can be used to predict traffic flow
and real-time and dynamic data. Yang et al. [28] established a coupling model based on the ARIMA and
RSDGM (1,1) models to predict and analyze longitudinal and cross-section traffic flow data; Duan et al.
[29] proposed an inertial non-uniform discrete gray model and studied the relationship between the
inertial model and the state of traffic flow.

In summary, in view of the shortcomings in the above models, this paper proposes a combined model
based on two networks which are LSTM and XGBoost. Through the construction of multi-layer LSTM
network to achieve the training of time series data. At the same time, in order to avoid overfitting of the
fully connected layer in the LSTM model, we introduce the XGBoost model and use the XGBoost model
to replace the fully connected layer in the LSTM model. The output of the hidden layer in the multi-layer
LSTM model is used as the input of the XGBoost model and use XGBoost model for training to improve
the accuracy of the predicted value.

3 Data Preprocessing

In this section, we mainly introduce the preprocessing ways of time series data to improve the quality of
the data and ensure the accuracy of the prediction effect.

3.1 Data Exception and Missing Handling
For the poor quality data samples, there are generally four methods to deal with them [30].

1. If the amount of data is large and there is less abnormal data, we can use the direct deletion method
for processing;

2. If there is less missing data and there is no continuous missing phenomenon, we can use the data from
the previous moment for processing;

3. If the data is continuous and gradual, we can use the weighted value of data from the previous period
for processing;
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4. If the data is continuously missing and the historical data is huge, we can use the historical average
value at the current time for processing.

Because the data samples in this paper have the characteristics of time series [31], and continuous loss
exists in the data, this paper uses the historical average to process the data set. According to the characteristics
of the data, the data is divided into two periods: weekdays and weekends. Studying the obtained data sample
information, the preprocessing process is as follows: for the data anomalies and missing issues during the
weekday, we can use the historical average of the current time for processing; for the data anomalies and
missing issues during the weekend, we can use the normal value of the historical moment to fill them.
The data before and after preprocessing are shown in Figs. 1 and 2. respectively. By comparing the two
Figures, we can see that the data after processing tends to be stable, which is consistent with the value
change in this period.

Figure 1: Data information before preprocessing

Figure 2: Data information after preprocessing
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4 LSTM Model and XGBoost Model

In this section, we mainly introduce the working principles of the LSTMmodel and the XGBoost model.
Among them, Section A introduces the internal structure of LSTM. Section B describes the algorithm
mechanism of the XGBoost model.

4.1 LSTM Model
LSTM is an improved recurrent neural network. Because the hidden layer in the original RNN has only

one state, it is very sensitive to short-term inputs, and there are also problems of gradient descent and gradient
disappearance [32]. LSTM effectively avoids the problems of gradient disappearance and long-term
dependence in the RNN model by introducing three different function gate structures [30]. The LSTM
model is shown in Fig. 3.

The forgot gate ft determines the number of the memory unit Ct�1 at the previous moment, which is
retained in the current moment Ct. ½ht�1; xt� means joining two vectors into one longer vector, the input of
the forgot gate is short-term memory ht�1 and the current input xt. Then we use the forgot gate’s weight
matrix Wf and bias terms bf to process. Finally, we introduce the r function to control, where r
represents the sigmoid function [33]. The calculation process of the forgot gate is shown in formula (1):

ft ¼ rðWf � ½ht�1; xt� þ bf Þ (1)

The input gate it determines how much the input xt of the current network moment is saved to the unit
state Ct. The input value is firstly processed through the weight matrix Wi and bias term bi of the input gate,
the degree of information retention is determined by the r layer, and then the input value is processed through
the weight matrixWc and bias term bc of the calculation unit state. The output Ĉt from the tanh layer is used
as the current memory, and finally the current memory Ĉt and long-term memory Ct�1 are composed into a
new state Ct. The calculation process of the input gate is shown in formula (2):

+
ct – 1 ct ct

σ

x

σ tanh σ

x
ft

tanh

x

it ctˆ ot

Wf • Wi • Wc • WO •

[ht – 1, xt]

[.,.]
[ht – 1]

ht

ht

Xt

Figure 3: LSTM model structure
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it ¼ rðWi � ½ht�1; xt� þ biÞ
Ĉt ¼ tanhðWc � ½ht�1; xt� þ bcÞ
Ct ¼ ft � Ct�1 þ it � Ĉt

(2)

The output gate ot determines how much the state of the control unit Ct is output to the current output
value ht of the LSTM. The input value is firstly processed through the weight matrix Wo and bias term bo of
the output gate, then introduce the r function to control. Finally, using the element output Ct by the tanh layer
is to form a new output value ht through multiply output gate ot by element [34]. The calculation process of
the output gate is shown in formula (3):

ot ¼ rðWo � ½ht�1; xt� þ boÞ
ht ¼ ot � tanhðCtÞ

(3)

Based on the LSTMmodel, this paper studies the model structure of different depths, as shown in Tab. 1,
and compares the error levels of different models, as shown in Fig. 4. It can be seen that when the depth of the
LSTM model reaches four, the prediction effect of the model reaches the optimal value.

Table 1: Different depths for LSTM

Depths Model structure

1 Input→LSTM→Dense→Output

2 Input→LSTM→Dropout→Dense→Output

3 Input→LSTM→Dropout→LSTM→Dense→Output

4 Input→LSTM→Dropout→LSTM→Dropout→Dense→Output

5 Input→LSTM→Dropout→LSTM→Dropout→LSTM→Dense→Output

6 Input→LSTM→Dropout→LSTM→Dropout→LSTM→Dropout→Dense→Output

Figure 4: Performance of different depth models
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4.2 XGBoost Model
The XGBoost model is improved based on the GBDT model. In the traditional GBDT model, only the

first-order Taylor expansion is used. The model is relatively complicated and prone to overfitting. The
improved XGBoost model uses the second-order Taylor expansion, and also adds a regularization term,
which makes the model simpler and reduces the occurrence of overfitting [35]. The principle of XGBoost
model prediction is as follows:

A dataset with m features for n samples D ¼ fðxi; yiÞgð Dj j ¼ n; xi 2 Rm; yi 2 RÞ. Recorded ŷðtÞi is as
the predicted value of the sample xi in the round t [29], the final predicted value of the sample xi is
shown in formula (4):

ŷðtÞi ¼
Xt

k¼1

fkðxiÞ ¼ ŷðt�1Þ
i þ ftðxiÞ (4)

where, ŷðt�1Þ
i is the predicted value of the front t wheel, ftðxiÞ is a newly added function. In order to prevent

overfitting caused by adding too many nodes, introduce a penalty term to reduce the risk of overfitting. The
penalty function �ðftÞ is shown in formula (5):

�ðftÞ ¼ cTþ 1

2
�
XT
j¼1

x2
j (5)

where, cT is the punishment,
1

2
�
XT
j¼1

x2
j is a penalty term. c; � is the coefficient, T is the number of leaf nodes,

j is the number of samples, xj is the weight [36]. The objective function objðtÞ consists of a loss function L
and a regularization penalty term �, which is defined as shown in formula (6):

objðtÞ ¼
Xn
i¼1

Lðyi; ŷðt�1Þ
i þ ftðxiÞÞ þ �ðftÞ þ constant (6)

where, Lð�; �Þ is the loss function, �ð�Þ is a penalty term. Constant is a constant term.

XGBoost algorithm uses the second-order Taylor expansion to optimize the objective function [37]. The
expansion formula is shown in formula (7):

objðtÞ ’
Xn
i¼1

Lðyi; ŷðt�1Þ
i Þ þ giftðxiÞ þ 1

2
hif

2
t ðxiÞ

� �
þ �ðftÞ þ constant

gi ¼ @ŷðt�1ÞLðyi; ŷðt�1ÞÞ; hi ¼ @2
ŷðt�1ÞLðyi; ŷðt�1ÞÞ (7)

Then remove the constant term, that is, the difference between the real value and the predicted value of
the previous round. The objective function depends only on the first and second derivatives of the error
function for each data point. The final simplified form is shown in formula (8):

objðtÞ ’
Xn
i¼1

giftðxiÞ þ 1

2
hif

2
t ðxiÞ

� �
þ �ðftÞ (8)

5 LSTM-XGBoost Combination Model

In this section, we analyze the advantages and disadvantages of the above two models and use the
advantages of the two models to design a combined model to make up for each other’s shortcomings.
Among them, Section A introduces the network structure of the combined model. Section B describes the
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input matrix based on the multi-step prediction problem. Section C introduces the training process of the
combined model.

5.1 Network Structure of Combination Model
For the prediction of traffic speed data, because the nature of the data is a time series problem, this paper

analyzes and predicts it from the perspective of time series. Time series data has characteristics of non-
linearity and periodicity. It is difficult for traditional time series models based on statistical analysis to
solve such problems and to make multi-step predictions on the data. Therefore, this paper chooses the
LSTM prediction model for modeling and analysis. However, a single LSTM prediction model has a
disadvantage in the fully connected layer, that is to say, there are too many parameters in the fully
connected layer. In order to solve the problem of overfitting, the LSTM-XGBoost combined prediction
model is introduced. Based on the performance analysis of different deep network models, this paper
designs a combination model with a depth of four. First, read the preprocessing time-series speed data by
text and store the read data into array A. Then we use 10 consecutive data as the number of neurons in
the hidden layer, and process the data in the array by normalizing and reshaping. Second, we use the first
four layers of the LSTM model to obtain a residual matrix. Finally, we use the XGBoost model to replace
the Dense layer in the LSTM model. At the same time, use the residual matrix as the input of the
XGBoost model to train again and output the result into array ~A. This not only solves the overfitting
phenomenon in the fully connected layer, but also enhances the generalization ability of the prediction
model. The structure of the LSTM-XGBoost combination prediction model is shown in Fig. 5.

5.2 Input Matrix Based on Multi-Step Prediction
In order to predict the speed value at multiple times in the future, it is necessary to refer to multiple

consecutive historical data. In terms of time, the speed value in the short-term generally does not produce

Input:

lstm_1:LSTM
Input=1

Output=10

lstm_2:LSTM
Input=10

Output=10

Input=10

Output=10

dropout_2:Dropout
Input=10

Output=10

xgboost_1:XGBoost
Input=10

Output=1

Output:

dropout_1:Dropout

A

A
~

Figure 5: Structure chart of combination prediction model based on LSTM-XGBoost
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sudden changes, the speed value at the next moment can be regarded as a continuation value at one or more
moments. Therefore, in this paper, the data set is divided into two parts, matrix M and matrix N. We set
matrix M as the training set and matrix N as the prediction set. The corresponding input matrix is shown
in formula (9):

M ¼
xt xtþ1 � � � xtþT
xtþ1

..

.
xtþ2 � � �
..
. . .

.
xtþ1þT

..

.

xtþT xtþTþ1 � � � xtþ2T

0
BB@

1
CCAN ¼

xtþTþ1

xtþTþ2

..

.

xtþ2Tþ1

0
BBB@

1
CCCA (9)

where, M is a multi-dimensional matrix composed of the previous continuous velocity data, and N is a one-
dimensional matrix composed of the velocity data at the next moment, Xt is the traffic speed at time t, T is the
time interval length.

5.3 Training Process of Combined Model
The training process of the LSTM-XGBoost combination prediction model is shown in Fig. 6. First, we

perform anomalous and missing data on the weekend and weekday data to obtain an accurate data set. Then,
we divide the data into a training set and a test set. We use the data from the training set to enter the LSTM
model to obtain the training model. The training data is reprocessed by calling the first four layers of the
LSTM model. Next, the processing results of the first four layers of LSTM models are input into the
XGBoost model through remodeling and feature extraction, and further processing is performed to finally
complete the training process of the combined model.

6 Experiments and Results

In this section, we describe the combination model proposed in this paper in detail, and use the collected
data set to verify the model. Among them, Section A describes the metric in the experiment. Section B
describes the data set used in this experiment. Section C describes the parameters set in the combined
model. Section D compares and analyzes the prediction results of the 4 models.

6.1 Metrics
In order to measure the prediction effect of the combined model, this paper mainly uses the following

four performance evaluation indicators to evaluate the model which are the Mean Square Error (Mean Square
Error), Root Mean Square Error (RMSE), MAE (Mean Absolute Error), and Mean Absolute Percentage
Error (MAPE). The formulas are shown in (10)–(13):

MSE ¼ 1

N

XN
i¼1

ð yi � ŷij jÞ2 (10)

Data 
preprocessing

Training
set

LSTM model

Extracting
feature vectors

XGBoost
model

Training
completed

Figure 6: Combination model training process
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RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

ð yi � ŷij jÞ2
vuut (11)

MAE ¼ 1

N

XN
i¼1

yi � ŷij j (12)

MAPE ¼ 1

N

XN
i¼1

yi � ŷij j
yi

� 100% (13)

where, yi is the real value, ŷi is the predicted value for the corresponding time. The smaller of the MSE,
RMSE, MAE and MAPE values, the better of the model fitting effect and the prediction accuracy.

6.2 Data Set
This paper selects the speed time series of 10 adjacent sections in the “Shenzhen Cup” in 2018 from

March 25 to March 31 in 2018 as a data sample. The time interval of this data sample is 2 min.
According to the characteristics of the data, the data is divided into two types: weekdays and weekends.
The nine sections data and 67% of the last section data are selected as the training set, and the remaining
33% of the last section is used as the testing set.

6.3 Model Parameter Setting
In this paper, the parameters of the LSTM-XGBoost combination model is analyzed through specific

experimental procedures. Among them several commonly used cycle lengths were selected for
comparison in the experiment, and the results are shown in Tab. 2. The short-term traffic flow is selected
within 0~30 min. The comparison results of different batch sizes are shown in Tab. 3. For the Dropout
layer, different parameter values have different prediction effects on the model. The comparison results
under different dropout rates are shown in Tab. 4.

Table 2: Performance of different Epoch

Epoch 50 100 150 200

MAE 1.90 1.83 1.84 1.85

RMSE 2.94 2.85 2.92 2.97

Table 3: Performance of different batch-size

Batch-size 1 5 10 15

MAE 1.86 1.83 1.93 1.94

RMSE 2.91 2.85 2.99 3.01

Table 4: Performance of different dropout

Dropout 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

MAE 1.85 1.83 1.84 1.91 1.95 1.97 2.08 2.22 2.54

RMSE 2.98 2.85 2.93 2.99 3.01 3.07 3.15 3.17 3.55
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According to the analysis results of various parameters, the parameter settings of the LSTM-XGBoost
model in this paper are as follows: layers is set to 4, epoch is set to 100, batch-size is set to 5, dropout is set to
0.2, activation is set to ‘relu’, optimizer is set to ‘rmsprop’, Loss is set to ‘mse’, and other parameters are set
to default values.

6.4 Experimental Results
In order to verify the validity of the combined model, seven models that are CNN model, LSTM model,

XGBoost model, LSTM-RNN model, [30], [36] and LSTM-XGBoost model are selected to compare by
using the two types of data sets and the parameter setting of the seven models remain the same. The
prediction performance indicators of the testing set are shown in Tabs. 5 and 6 and Figs. 7 and 9. Finally,
the prediction results of the testing set are shown in Figs. 8 and 10.

As it can be seen from Tab. 5 and Figs. 7 and 8, we can conclude that the proposed LSTM-XGBoost
combination model is better than other models. Compared with the CNN model, the prediction
accuracy is improved by 3.12%. Compared with the LSTM model, the prediction accuracy is
improved by 6.73%. Compared with the XGBoost model, the prediction accuracy is improved by
0.91%. Compared with the LSTM-RNN model, the prediction accuracy is improved by 6.62%.
Compared to the [30], the prediction accuracy is improved by 6.75%. Compared to the [36], the
prediction accuracy is improved by 6.42%.

As it can be seen from Tab. 6 and Figs. 9 and 10, we can conclude that the proposed LSTM-XGBoost
combination model is better than other models. Compared with the CNN model, the prediction accuracy is

Table 5: Workday forecast performance index

Model MSE RMSE MAE MAPE

CNN 15.33 3.92 3.01 7.31%

LSTM 10.53 3.25 2.16 10.92%

XGBoost 10.46 3.23 2.04 5.10%

LSTM-RNN 9.81 3.13 1.95 10.81%

Literature [30] 9.69 3.11 2.00 10.94%

Literature [36] 9.99 3.16 2.03 10.61%

LSTM-XGBoost 7.55 2.75 1.86 4.19%

Table 6: Weekend forecast performance index

Model MSE RMSE MAE MAPE

CNN 14.75 3.84 3.00 6.97%

LSTM 4.43 2.11 1.58 7.08%

XGBoost 4.16 2.04 1.50 3.32%

LSTM-RNN 4.40 2.10 1.57 6.93%

Literature [30] 4.30 2.07 1.56 6.91%

Literature [36] 4.47 2.11 1.58 7.05%

LSTM-XGBoost 4.10 2.03 1.49 3.3%
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Figure 7: Workday forecast performance index

Figure 8: LSTM-XGBoost model workday prediction effect

Figure 9: Weekend forecast performance index
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improved by 3.67%. Compared with the LSTM model, the prediction accuracy is improved by 3.78%.
Compared with the XGBoost model, the prediction accuracy is improved by 0.02%. Compared with the
LSTM-RNN model, the prediction accuracy is improved by 3.63%. Compared to the [30], the prediction
accuracy is improved by 3.61%. Compared to the [36], the prediction accuracy is improved by 3.75%.

From the above conclusions, it can be concluded that the proposed LSTM-XGBoost combined
prediction model can not only improve the prediction accuracy, but also perform multi-step prediction,
which is an effective method for traffic speed prediction.

7 Conclusion

Based on the theoretical framework of deep learning, this paper implements short-term accurate
prediction which is based on the LSTM-XGBoost combination prediction model. Through the use of
Python to complete data preprocessing, time series reconstruction, and normalization operations. Then we
introduce the XGBoost model into the LSTM model to avoid overfitting in the fully connected layer. It
can improve the generalization ability and prediction accuracy using the model. From the results we can
see the combination model proposed in this article is not only suitable for the prediction of short-term
traffic flows, but also can be applied to other related multivariate time series prediction fields to solve
different practical problems. Therefore, the method in this paper is feasible and efficient.
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