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Abstract: Referring expressions comprehension is the task of locating the image region 
described by a natural language expression, which refer to the properties of the region or 
the relationships with other regions. Most previous work handles this problem by 
selecting the most relevant regions from a set of candidate regions, when there are many 
candidate regions in the set these methods are inefficient. Inspired by recent success of 
image captioning by using deep learning methods, in this paper we proposed a framework 
to understand the referring expressions by multiple steps of reasoning. We present a 
model for referring expressions comprehension by selecting the most relevant region 
directly from the image. The core of our model is a recurrent attention network which can 
be seen as an extension of Memory Network. The proposed model capable of improving 
the results by multiple computational hops. We evaluate the proposed model on two 
referring expression datasets: Visual Genome and Flickr30k Entities. The experimental 
results demonstrate that the proposed model outperform previous state-of-the-art methods 
both in accuracy and efficiency. We also conduct an ablation experiment to show that the 
performance of the model is not getting better with the increase of the attention layers. 
 
Keywords: Stacked attention networks, referring expressions, visual relationship, deep 
learning. 

1 Introduction 
Great progresses have been made on computer vision, natural language processing, 
knowledge embedding and reasoning, even quantum computation [Liu, Gao, Yu et al. 
(2018); Liu, Chen, Liu et al. (2018); Liu, Gao, Wang et al. (2019)]. But the task of 
locating the image region described by a natural language expression is far from being 
solved. This task, also known as referring expression comprehension or grounding 
referring expression [Hu, Rohrbach, Andreas et al. (2016); Rohrbach, Rohrbach, Hu et al. 
(2016)]. It is challenging to address this problem, because it involves both natural 
language processing and computer vision. Referring expressions comprehension can be 
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widely used in many applications which need natural language interfaces to communicate 
with people, e.g., human-robot interaction or image retrieval, in which objects are queried 
by their attributes, location or relationships of the objects with other objects. 
Referring expressions often refer to several objects and the relationships between them, 
for example, in Fig. 1, the expression the man wearing yellow clothes describes a man 
entity which participates in a wearing relationship with a yellow clothes entity. While 
most previous work [Nagaraja, Morariu and Davis (2016); Rohrbach, Rohrbach, Hu et al. 
(2016); Yu, Poirson, Yang et al. (2016)] locates the region by selecting the relevant entity 
described by the referring expression from a set of candidate proposals. As a result, the 
precision of these approaches depends on the performance of the object detection module, 
and when the number of objects is huge, it is time-consuming to select the relevant entity 
corresponding to the referring expression. We find that localizing the referred entity from 
an image often requires multi-step reasoning. Take Fig. 1 as an example, there are many 
entities in the image, to find the man wearing yellow clothes, we first locate all those 
entities (e.g., man, yellow clothes) and concepts (e.g., wearing), then rule out irrelevant 
entities gradually, finally localize the most relevant entity. 

Original Image First Attention Layer Second Attention Layer

input expression
the man wearing yellow clothes

 
Figure 1: An illustration of our framework for referring expression comprehension 

In this paper, we propose a framework for referring expressions comprehension based on 
stacked attention networks. We focus on the referring expressions which can be 
decomposed as a (subject, predicate, object) triplet. As shown in Fig. 2, the proposed 
framework consists of three components: (1) the image model, which employs a 
convolution neural network (CNN) to extract image features, here we use VGGNet 
[Simonyan and Zisserman (2014)]; (2) referring expressions parsing model, which 
employs soft attention to parse the referring expression into a subject, a relationship and 
an object and (3) stacked attention networks model, which localizes the most relevant 
region relate to the referring expression by multi-step reasoning. As illustrated in Fig. 2, 
our model first parses the referring expression into subject, predicate and object, and 
concatenates them into an expression vector. Then we use the expression vector to search 
the represent of the image in the first attention layer, then refine the expression vector by 
combining with the retrieved image vectors. By implementing this process iteratively, we 
get a more relevant region to the input referring expression. Finally, by mapping the 
vectors from the last attention layer to the input image, we locate the region described by 
the input expression with a bounding box. 
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Figure 2: Our proposed model architecture for ground referential expressions 

To sum up, there are three main contributions in our work. First, we propose a novel 
framework for referring expressions comprehension which uses stacked attention 
networks to reason the result by multi-step. Second, we perform comprehensive 
evaluation on two datasets and results demonstrate that the proposed model outperforms 
previous state-of-the-art approaches by a substantial margin. Third, we verify that the 
accuracy of the results is not proportional to the number of attention layers. 

2 Related work 
Referring expressions comprehension can be formulated as the problem of retrieving 
the most relevant region from a set of candidate regions of an image I, given a natural 
language expression q: 

a
arg max ( | , , )

A
p a Iâ q θ

∈
=  (1) 

where θ is the parameters to be learned and a is the set of candidate regions. 
The problem of referring expression comprehension has got more and more attentions 
recent years [Fukui, Huk Park, Yang et al. (2016); Hu, Rohrbach, Andreas et al. (2016); 
Hu, Xu, Rohrbach et al. (2015); Mao, Huang, Toshev et al. (2016); Nagaraja, Morariu 
and Davis (2016); Rohrbach, Rohrbach, Hu et al. (2016); Yu, Poirson, Yang et al. (2016)]. 
A commonly used architecture was to extract a set of candidate regions by employing 
object detection methods [Girshick (2015); Redmon, Divvala, Girshick et al. (2016); Ren, 
He, Girshick et al. (2015)]. Next, score each candidate region by extracting the region 
feature and looking at whether it matches with the input referring expression. Finally, we 
get the localization result by returning the bounding box of a region with the highest 
score. In order to establish an explicit correspondences between the regions in the image 
and the components in the referring expression, some work [Hu, Rohrbach, Andreas et al. 
(2016); Yu, Lin, Shen et al. (2018)] proposed modular network which composed of 
different modules, one used to decide whether a region matches the subject or object 
textual component, another used to decide whether a pair of regions matches the 
relationship described in the referring expression. Although these methods have got 
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impressive results, it is time-consuming when there are many candidate proposals in the 
image. Suppose there are n regions in the candidate proposal set A, and the referring 
expression refers to m objects, we need to compute O (n×m) scores. In this work, we employ 
stacked attention network to locate the region described by the expression directly. 
Stacked attention network is mainly based on complex recurrent neural networks which 
include an encoder and a decoder [Sutskever, Vinyals and Le (2014)]. It has been firmly 
applied as a state of the art approach in machine translation [Luong, Pham and Manning 
(2015)], image captioning [Lu, Xiong, Parikh et al. (2017); Xu, Ba, Kiros et al. (2015)], 
visual question answering (VQA) [Ilievski, Yan and Feng (2016)] and image 
classification [Li and Wang (2018)]. Stacked attention networks (SANs) can be seen as a 
variation of the attention mechanism which allow multi-step reasoning to get the result, 
and has been widely used in machine translation [Sukhbaatar, Weston and Fergus (2015)] 
and VQA [Yang, He, Gao et al. (2016)]. In this work, we use SANs to pinpoint the image 
region described by a referring expression. To the best of our knowledge, we propose the 
first SANs for the task of referring expressions comprehension. 
Visual relationships are a pair of localized objects connected via a predicate. We represent 
visual relationship by a triplet in the form of (subject, predicate, object). There have been 
numerous efforts in visual relationship detection [Li, Wang and Chen (2019); Zhang, Kyaw, 
Chang et al. (2017)]. As visual relationships provide large semantic capacities, being able 
to endow a system with auxiliary information far beyond what individual object detectors 
provide. Some studies utilize visual relationships as semantic knowledge complementary 
[Lu, Ji, Zhang et al. (2018); Teney, Liu and Hengel (2017)], proposed a framework to learn 
visual relation for VQA [Xu, Zhu, Choy et al. (2017)], or utilized visual relationships to 
generate scene graphs via massage passing. In order to extract rich semantic knowledge 
from the input referring expression, we proposed an expression parsing method to 
decompose the expression into the triplet format (subject, predicate, object). 

3 Our model 
In this paper, we propose a framework to localize a specific region described by a 
referring expression of an image. The motivation in our model is that grounding referring 
expression in an image often requires multi-step reasoning. For referring expressions like 
the cat on top of the table, we need to first locate the entity cat and table, and 
comprehend the concept on top of, then gradually rule out irrelevant entities, finally 
pinpoint the relevant entity cat. To achieve this goal, we employ stacked attention 
networks to localize the region by multiple steps of reasoning. 
The overall architecture of the proposed model is shown in Fig. 2. As illustrated, the 
architecture is composed of three components: the image model, the referring expression 
parsing model and the stacked attention networks model. Given a set of candidate regions 
and a referring expression, our model first parses the expression into three components: 
subject, predicate and object. Then we concatenate them together into a vector which is 
input to the stacked attention network to pinpoint the relevant region. In this section, we 
will describe the three models in detail. 
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3.1 Image model 
The image model uses a convolution neural network (CNN) [Krizhevsky, Sutskever and 
Hinton (2012)] to get the representation of input images. In this work, we use VGGNet 
[Simonyan and Zisserman (2014)] to extract the image feature map fI. We rescale the 
input images to be 448×448 pixels, and in order to retain spatial information of the 
original images, we get rid of fully connected layer of the VGGNet and only use features 
from the last pooling layer: 

( )I vggf CNN I=  (2) 

The dimension of fI is 512×14×14, where 14×14 denotes the number of split regions of 
the original image and 512 is the dimension of the feature vector of each region. As 
shown in Fig. 3, each feature vector in fI corresponds to a 32×32 pixel region of the 
original image. 

feature maps original image
 

Figure 3: The relation between feature maps and original image 

In this work, we transform each feature vector to a new vector which has the same 
dimension with the subject entity embedding (or object entity embedding):  

tanh( )I I I Iv W f b= +  (3) 

At test time, after multiple steps of searching we get a vector set vQ (vQ∈vI), then by 
mapping vQ to the original image, we pinpoint the relevant region. 

3.2 Referring expression parsing model 
Unlike previous studies using long short-term memory (LSTM) to represent the 
referential expression holistically, which fall short of determining whether a region 
matches an expression. Similar to Hu et al. [Hu, Rohrbach, Andreas et al. (2016)], we 
employ soft attention mechanism to decompose the input referring expression Q into 
three components: subject, predicate and object, and then compute their vector 
representations: 
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where et is the vector computed by embedding each word wt of Q in a continuous space, 
at,subj, at,rel and at,obj are attention weights of subject, predicate, object respectively: 
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where ht is concatenation of the hidden state of a 2-layer bidirectional LSTM network: 
(1, ) (1, ) (2, ) (2, )[ ]fw bw fw bw

t t t t th h h h h=  (10) 

where ht
(1,fw) and ht

(1,bw) is the forward and backward hidden state of first layer 
respectively, and they are concatenated into ht

1 which is feed into the second layer and 
output ht

(2,fw) and ht
(2,bw). As a result, ht incorporates information from context and the 

word wt itself. We concatenate qsubj, qrel, qobj into a vector vQ=[qsubj qrel qobj] as a 
representation of Q. By concatenating the three components into one vector, we explore 
semantic knowledge of the referring expression sufficiently. 

3.3 Stacked attention networks model 
Usually, an image consists of a lot of objects, many of which are irrelevant to the referring 
expression, so using the one global image feature vector to predict the answer could 
produce a suboptimal result. In this work, we use stacked attention networks (SANs) to 
locate the relevant region gradually via multi-step reasoning. SANs are able to rule out 
irrelevant regions and pinpoint the regions which are relevant to the referring expression. 
Stacked attention network is based on memory network [Sukhbaatar, Weston and Fergus 
(2015); Weston, Chopra and Bordes (2014)] which is a recurrent neural network with an 
explicit attention mechanism that can select certain parts of the image vectors and stored 
them in an external memory. Given the image I and a natural language referring 
expression Q, the model uses Q to choose relevant regions which are stored in the 
external memory, this process named a “hop”. Our attention networks model aligns Q 
with I in the first hop, and obtain improved results by adding a second attention hop 
which chooses visual evidence based on the results of the first hop. 
Given the representation of referring expression vQ and the image feature matrix vI. We 
first compute the correlation between vI and vQ: 

( )T
Q I A AC v v W b= ⋅ ⋅ +  (11) 



Stacked Attention Networks for Referring Expressions                        2535 

where WA corresponds to the attention embedding weights of visual features vI, then 
compute the attention probability of each image region through a softmax function: 

max( )I p pp soft W C b= ⋅ +  (12) 

We compute the weighted sum of the image vectors 𝑣𝑣�I based on pI, then combine 𝑣𝑣�i with 
vQ to form a refined vector u: 

I i i
i

v p v=∑  (13) 

I Qu v v= +  (14) 

where u is considered as a refined vector because it combines both referring expression 
and the visual information which is related to the final answer. As mentioned above, in 
complicated case, a single attention layer is usually not enough to find the most relevant 
region. As a result, we use multiple attention layers to iterate the above process, each 
layer extracts more fine-grained visual information for prediction. Formally, for the k-th 
attention layer, we calculate: 

( )k k k k T
Q I A AC v v W b= ⋅ ⋅ +  (15) 

max( )k k k k
I p pp soft W C b= ⋅ +  (16) 

We repeat this process k times, and at the top of the network we infer the result by 
aggregating the image feature vector: 

=
k k
I I i

i
v p v∑  (17) 

After selecting the relevant regions, we find the corresponding regions in the original 
image, and denote them by bounding boxes. 

4 Experiments 
In this section, we evaluate our model by conducting a series of experiments on two 
datasets: Visual Genome (VG) dataset [Krishna, Zhu, Groth et al. (2017)] and Flickr30k 
Entities [Plummer, Wang, Cervantes et al. (2015)]. We compare our model with some 
approaches proposed recently [Fukui, Huk Park, Yang et al. (2016); Hu, Rohrbach, 
Andreas et al. (2016); Rohrbach, Rohrbach, Hu et al. (2016)] on referring expression 
comprehension. In the experiment, we also increase the attention layers gradually to find 
out the relation between the accuracy and the amount of attention layers in the model. 

4.1 Model training and setup 
For the image model, a 16 layers VGG network [Simonyan and Zisserman (2014)] is 
employed to extract image features, and the network is pre-trained on ImageNet 2012 
classification challenge dataset [Deng, Dong, Socher et al. (2009)]. We implement our 
model using Tensorflow deep learning framework [Abadi, Barham, Chen et al. (2016)], 
which is widely used in computer vision tasks. We use stochastic gradients descent with 
learning rate ϵ=0.0001 to train the model, dropout is adopted in fully connected layers 
and after the LSTM layers. The batch size is fixed to be 200. 
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4.2 Experiments on Visual Genome dataset 
VG dataset is proposed for cognitive scene reasoning and understanding tasks, it contains 
interactions and relationship expressions describe pairs of objects, such as girl feeding 
large elephant and a man wearing a hat. Similar to Hu et al. [Hu, Rohrbach, Andreas et 
al. (2016)], we evaluate our model in two tasks: retrieving the subject-object pair and 
retrieving the subject region. Given an image and a referring expression, the former task 
is to locate both the subject and the object and denote it with a bounding box, the latter is 
to locate the region only corresponding to the subject of the expression. 

Table 1: Comparison of our model with previous methods on Visual Genome dataset 

Methods AP-subj AP-pair 

CMNs 
MMI-SoftMax 

44.24% 
42.60% 

28.52% 
23.70% 

Ours: 
One hop 

Two hops 
Three hops 
Four hops 

 
44.50% 
46.43% 
46.32% 
46.44% 

 
25.23% 
27.56% 
27.60% 
27.58% 

The predication is correct if the predicted bounding box overlaps with the ground-truth 
bounding box by more than 50% intersection over union (IoU). We use average precision 
(AP) and accuracy (AC) to evaluate our proposed model. AP-subj denotes subject regions 
matching subject grounding-truth, AP-pair denotes both the subject and object regions 
match the grounding-truth. We compare the performance of our model with CMNs [Hu, 
Rohrbach, Andreas et al. (2016)] and MMI-SoftMax [Mao, Huang, Toshev et al. (2016)] 
in Tab. 1. From the results we can see that our method outperforms the previous two 
methods even using only one attention network layer, showing the advantage of attention 
network. The reason could be that attention network capable of putting higher weights on 
the regions that are more relevant to the referring expression. Another observation is that 
the performance of the model is not getting better with the increase of the attention layers, 
when it has more than two attention layers the precision hardly improved. This may be 
due to that two attention layers can get the whole information of the image. 

Table 2: Results without using referring expression parsing model 

Methods AP-subj AP-pair 
CMNs 44.24% 28.52% 

MMI-SoftMax 42.60% 23.70% 
Ours 45.36% 26.74% 
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Ground truth CMNs MMI-SoftMax Our model 

      

    

    

Figure 4: Examples of referring expressions comprehension in the VG dataset 

The visualization results of the examples demonstrate that by using multiple attention 
layers to perform multi-step locating can produce more precise results. For example, 
consider the expression window on front of building in the bottom row of Fig. 4, only our 
model can locate the subject and object correctly. 

4.3 Experiments on Flickr30k Entities 
We also apply our model to Flickr30k Entities dataset. Different with Visual Genome in 
which region-level annotations were produced independently from its captions, and 
phrases in captions are not linked to these regions. Flickr30k Entities is an extension of 
Flickr30k dataset [Young, Lai, Hodosh et al. (2014)]. Fig. 5 illustrates two examples of 
Flickr30k Entities. 

expression=“the man in red shirt” 

expression=“a giraffe on the right side of another giraffe” 

 

expression=“window on front of building” 
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Figure 5: Examples of Flickr30k Entities 

We randomly chose 6,000 images as the validation set, 6,000 images as the testing set 
and the remaining images as the training set. Similar to Section 4.2 we compare the 
performance of our model with CMNs and MMI-SoftMax, and evaluate on this dataset 
using AP-subj and AC which is measured as percentage of query expressions which have 
been localized correctly: 

Table 3: Comparison of our model with previous methods on Flickr30k Entities 

Methods AC AP-subj 

CMNs 
MMI-SoftMax 

Our model 

56.18% 
59.10% 
68.64% 

43.36% 
45.52% 
51.48% 

From the results we can see that our model outperforms the other two methods both in 
AC and AP-subj by a large margin. Our experimental results demonstrate the superior 
performance of the proposed model and the effectiveness of the stacked attention 
architecture for referring expression comprehension. 

5 Conclusions 
In this paper, we propose a novel model for referring expression comprehension. Our 
model uses an attention model to parse the input referring expression into three 
components: subject, relationship and object, then concatenate them to represent the 
expression. By using a multiple-layer memory network which queries an image multiple 
times to locate the relevant visual region. Experimental results on Visual Genome and 
Flickr30k Entities demonstrate that the proposed model outperforms previous 
state-of-the-art approaches by a large margin and show the effectiveness of the stacked 
attention architecture for referring expression comprehension. We also conduct an 
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ablation experiment to prove that the attention layer is not the more the better, the model 
performs best when it has two attention layers. 
In the future, we will focus on improving the result of referring expression 
comprehension by using method. To move a forward step, we plan to set foot in the field 
of exploiting the deeper information of images, e.g., relational reasoning. 
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