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Abstract: Massive Open Online Course (MOOC) has become a popular way of online 
learning used across the world by millions of people. Meanwhile, a vast amount of 
information has been collected from the MOOC learners and institutions. Based on the 
educational data, a lot of researches have been investigated for the prediction of the 
MOOC learner’s final grade. However, there are still two problems in this research field. 
The first problem is how to select the most proper features to improve the prediction 
accuracy, and the second problem is how to use or modify the data mining algorithms for 
a better analysis of the MOOC data. In order to solve these two problems, an improved 
random forests method is proposed in this paper. First, a hybrid indicator is defined to 
measure the importance of the features, and a rule is further established for the feature 
selection; then, a Clustering-Synthetic Minority Over-sampling Technique (SMOTE) is 
embedded into the traditional random forests algorithm to solve the class imbalance 
problem. In experiment part, we verify the performance of the proposed method by using 
the Canvas Network Person-Course (CNPC) dataset. Furthermore, four well-known 
prediction methods have been applied for comparison, where the superiority of our 
method has been proved. 
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1 Introduction 
With the development of the innovative cloud computing technologies, Massive Open 
Online Course (MOOC) has explored in popularity over the past decade. MOOC allows 
anyone in the world to acquire knowledge by accessing course resources or watching 
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videos on the internet. Based on the vast amount of information collected from the learners 
and institutions, a growing number of investigators began to carry out relative researches on 
MOOC analytics [Moreno-Marcos, Alario-Hoyos, Muñoz-Merino et al. (2018); Pérez-
Lemonche, Martínez-Muñoz and Pulido-Cañabate (2017); Jiang, Williams, Schenke et al. 
(2014)]. Among these studies, the predicting of MOOC learner’s grade is popular and of 
great significance. Based on the grade predictions, teachers can improve their teaching 
methods or optimize the course schedule; meanwhile the learners can reflect on their 
learning process and improve their performance. In previous studies, different kinds of 
classification and prediction methods have been investigated [Zhang, Sun, Zheng et al. 
(2019); Zheng, Liu and Hou (2017); Zheng, Wang, Zhang et al. (2019)]. In literature Yang 
et al. [Yang, Brinton, Joe-Wong et al. (2017)], applied the time series neural networks 
(TSNN) to predict the MOOC learners’ grades based on their behaviors. Ren et al. [Ren, 
Rangwala and Johri (2016)] proposed a multi-regression model (MRM) for the prediction 
of MOOC learner’s performance. The MRM is a real-time model, which can track the 
participation of a student. Lopez et al. [Lopez, Luna, Romero et al. (2012)] firstly exploited 
the statistics and social network information with a Moodle module, and then final labels 
are predicted by using a clustering-based classification method. Gadhavi et al. [Gadhavi 
and Patel (2017)] attempted to establish a linear regression approach to predict the final 
scores of students. In Pérez-Lemonche et al. [Pérez-Lemonche, Martínez-Muñoz and 
Pulido-Cañabate (2017)], the authors applied the random forests and neural networks to 
predict the MOOC learner’s grade. Chen et al. [Chen, Feng, Sun et al. (2019)] proposed an 
algorithm to predict the student’s final score by taking full advantages of the decision tree 
and extreme learning machine. In the first step, the decision tree algorithm is adopted to 
choose features, and then the extreme learning machine helps to optimize the prediction 
accuracy. In addition to the researches mentioned above, a number of methods have been 
investigated for the prediction of the MOOC learner’s grade, where the survey can be found 
in the literatures [Meier, Xu, Atan et al. (2015); Al-Shabandar, Hussain, Laws et al. (2017); 
Dalipi, Imran and Kastrati (2018)].  
Although many researchers have developed kinds of methods for the grade prediction, 
there are still two main challenges in this field: (1) How to select the most proper features 
to achieve better prediction results? (2) How to use or even improve the data mining 
methods for a better MOOC dataset analysis? In order to address these two challenges, 
we propose an improved random forests (IRF) method for the MOOC learner’s final 
grade prediction. First, a hybrid indicator is proposed to measure the importance of 
features, and then a standard rule is then established for the feature selection; second, we 
improve the traditional random forests algorithm by embedding a Clustering-Synthetic 
Minority Over-sampling Technique (SMOTE) to solve the class imbalance problem. In 
experiment part, performance of the proposed IRF method has been verified by using the 
well-known Canvas Network Person-Course (CNPC) dataset. 

2 Methodology 
2.1 Feature selection with a hybrid indicator and a decision rule 
When dealing with a prediction task, we may have a number of features for the classifier. 
However, it does not mean that more features will lead to higher accuracy. In practice, we 
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need to analyze the characteristics of features and then select the most useful features for 
the prediction. To solve this problem, we develop an indicator to measure the importance 
of the features. Furthermore, we establish a simple rule for the feature selection based on 
the proposed indicator. The developed indicator is composed of the measure Variance 
and Pearson Correlation Coefficient (PCC). The Variance can indicate the spread of the 
data in a feature, which can be written as: 
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where X  represents the data vector in a feature, n  counts the number of the variables in 
X , µ  is the mean value of these variables and VX denotes the variance. The measure 
Variance indicates the inner statistic characteristics of a feature. In practice, the higher 
value of the variance means that the data in this feature is more diversified, thus the 
feature is more useful for the prediction. Another measure is PCC, which calculates 
correlations between the features as: 
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where X  and Y  are two vectors, and n  counts the total number of elements in the vector. 
Before the prediction, we firstly compute PCC values of the predicted feature versus the 
remaining features to find the relationship between them. In practice, we always use the 
absolute value of PCC to measure the correlations, where a higher value indicates a 
closer relationship. By combining the measures Variance and PCC, the developed 
indicator V-PCC can be written as: 

( )V-PCC=V abs PCC×                                                                                                      (3) 

where abs  means calculating the absolute value. It is worth noting that to make the 
measures Variance and PCC in the same range, each feature should be normalized 
according to the following equation: 
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where F̂  is the normalized feature, ( )min F  denotes the minimum value and ( )max F  
denotes the maximum value in F . 
When we obtain the V-PCC value of each feature, the mean and median values are 
calculated to find the threshold for the feature selection. The rule is to set the minimum 
value of the mean and median as the threshold, and then the useful features are selected if 
their V-PCC values are no smaller than the threshold. For a better illustration, two 
examples are exhibited in Fig. 1. In Fig. 1(a), the features F1 to F6 have high V-PCC 
values, they should be all selected as the useful features, thus the mean value should be 
chosen as the threshold in this case; on the other hand, in Fig. 1(b), the feature F1 has 
very high V-PCC value, and F2 to F6 have relative high values compared to F7. As one 
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single feature is difficult to produce an accurate and stable prediction, it is better to select 
the features F1 to F7, thus the median value should be set as the threshold in this case. 

  
(a) (b) 

Figure 1: Two examples of the established feature selection rule 

2.2 The improved random forests with Clustering-SMOTE technique 
The traditional random forests algorithm always suffers from the class imbalance 
problem. To solve this problem, the SMOTE algorithm is usually applied to generate 
artificial samples and avoid the risk of over-fitting [Gong and Gu (2016)]. However, in 
the SMOTE algorithm, artificial samples may change the distribution of the within-class 
data, the reason is that it just randomly chooses a minority instance to oversample with 
uniform probability. To overcome this shortage, a Clustering-SMOTE technique is 
developed in this paper. Data clustering is a classical problem in the field of pattern 
recognition, and a lot of clustering approaches have been investigated in the past, such as 
the K-means [Arora and Varshney (2016)], Fuzzy-K-means [Blömer, Brauer and Bujna 
(2016)], DBSCAN (Density-Based Spatial Clustering of Application with Noise) 
[Schubert, Sander, Ester et al. (2017)], CFSFDP (Clustering by Fast Search and Find of 
Density Peaks) [Cheng, Yang and Kong (2018)] and so on. In the Clustering-SMOTE, 
the classes with less samples are first processed by using a clustering approach, then the 
cluster centers are utilized to generate the artificial samples, which can be formulated as: 

( ) ( )AS ORIrand 0,1X Xτ τ= Θ + × −Θ                                                                                  (5) 

where ASX  and ORIX  are the artificial samples and the original samples, respectively. τΘ  
represents the τ th clustering center, and ( )rand 0,1  means a random number between 0 
and 1. In this case, the data samples can be balanced between-class and within-class. 
Once the data are processed by the Clustering-SMOTE technique, the random forests 
algorithm is applied for the subsequent prediction. Combining the feature selection and 
Clustering-SMOTE technique, the steps of the proposed IRF method can be summarized 
as follows: 
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Improved random forests (IRF) method 
Step1: Feature selection  
 Compute the Variance and PCC of the samples in each feature; 
 Calculate the mean and median values of the V-PCC indicator, and then choose 

useful features according to the feature selection rule. 
Step2:  Imbalanced data processing 
 Cluster the data in classes with less samples to formulate several class centers; 
 Generate artificial samples according to Eq. (5). 

Step3: Random forests 
 Generate N tree bootstrap samples from the dataset; 
 Grow a tree for each bootstrap data set, where the data are trained separately; 
 Combining information from the N trees for the prediction based on voting. 

3 Experiments 
3.1 Experimental dataset introduction 
In our experiment, the commonly used CNPC dataset is exploited for all our experiments. 
The CNPC dataset collects more than 32500 records to save the different features of 
learners’ information and learning activity. In this study, we mainly use the features to 
predict their final grades, thus eight features are chosen in our experiment, including 
“Comp”, “Nev”, “Ndays, “Nfor”, “Edu”, “Age”, “Exp” and “Ncont”, where the detailed 
description of these features can be found in Yang et al. [Yang, Zhou and Yang (2019)]. 
It is worth noting that a large proportion of the records in CNPC are incomplete. Thus, 
only 1050 records are utilized for the analysis. Regarding to the prediction feature 
“grade”, it has discrete values from 0 to 1. In order to facilitate the analysis and 
prediction, we group the grades into five classes according to the Eq. (6): 

C1 0 grade<0.2
C2 0.2 grade<0.4

grade= C3 0.4 grade<0.6
C4 0.6 grade<0.8
C5 0.8 grade 1

≤
 ≤ ≤
 ≤

≤ ≤

                                                                                          (6) 

where C1 to C5 denote the five classes. For a better visualization, a pie chart is shown in 
Fig. 2. From Fig. 2 we can see that the class C1 has the most samples, while the class C4 
owns the least samples. This is because in MOOC learning, a lot of learners may drop out 
and thus get a zero score. In order to quantitatively analyze the balance between classes, 
an imbalance ratio α   is defined as: 

( )
( )

majority
minority

C
C

α =                                                                                                               (7) 

in which ( )majority C  and ( )minority C  represent the number of the samples in classes 
with the most and fewest samples, respectively. According to Eq. (7), the imbalance ratio 
equals to 19.9 of the experimental dataset, which further demonstrating the serious class 
imbalance within the adopted dataset. 
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Figure 2: The number of samples in each class with the experimental dataset 

3.2 Parameter setting 
3.2.1 Set the number of features for prediction 
In our experiment, we have eight features for the prediction. In practice, some features 
have close correlations to the final grade, and they are helpful for the grade prediction. 
On the other hand, some features will not increase the prediction accuracy or even make 
the results worse. By using Eqs. (3) and (4), we calculate the Variance of each feature 
and PCC of the grade and other features. The values of final indictor V-PCC for the eight 
features are shown in Fig. 3. From this chart we can find that the feature “Ncont” has the 
highest V-PCC value, while the feature “Nev” has the lowest. We compute the mean and 
median value of the indicator V-PCC, they equal to 0.0161 and 0.0013, respectively. 
Based on the feature selection rule, the median value is set as the threshold. Accordingly, 
four important features are selected for the grade prediction in our experiment, including 
“Ncont”, “Age”, “Comp”, and “Edu”. 

 

Figure 3: V-PCC value of each feature in the experimental dataset 

3.2.2 Set the number of trees in IRF 
In the proposed IRF method, the number of trees may affect the final prediction accuracy. 
In this experiment, we set the number of trees from 5 to 2000 for analysis, where the 
prediction performances with ten repetitions of 10-fold cross-validation are shown in Fig. 
4. Note that in our experiment, we simply apply the K-means clustering algorithm in the 
clustering-SMOTE step. Fig. 4(a) shows the prediction accuracy with different number of 
trees. From this curve we can see that with the increasing of the number of trees, the 
prediction accuracy increases. But it is worth noting that, increasing the number of trees 
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would bring no significant performance gain when the number of trees is more than 100. 
Fig. 4(b) records the computational costs of the IRF method. It is clearly that with the 
increase of the number of trees, the computational cost increases greatly. By 
comprehensively considering the accuracy and computational cost, the number of trees is 
set as 100 in our experiment. 

  
(a) (b) 

Figure 4: Prediction performance with different number of trees. (a) Prediction accuracy, 
(b) computation time 

3.3 Experimental results 
To evaluate the performance of the proposed IRF, four widely used prediction methods 
are compared, including K Nearest Neighbor (KNN) [Zheng, Liu and Hou (2017)], 
Discriminant Analysis Classifier (DAC) [Al-Shabandar, Hussain, Laws et al. (2017)], 
Decision Tree (DT) [Albán and Mauricio (2018)], and Random Forests (RF) [Hardman, 
Paucar-Caceres and Fielding (2013)]. In this experiment, we randomly select 60% 
samples of the dataset for training process, and the remaining 40% for testing. To assess 
performance, we use ten repetitions of 10-fold cross-validation. The four compared 
methods are implemented first, where the prediction accuracy values are recoded in Tab. 
1. In addition, the confusion matrix has been used for a clearer observation of the 
prediction performance. Fig. 5 shows the confusion matrixes of predictions with different 
methods, where the x-axis and y-axis record the predicted and true class values, 
respectively. From Tab. 1 and Figs. 5(a)-5(d) we can see that the RF method obtains the 
highest accuracy, while the DAC method has the worst performance. For a more fair 
comparison, we also compared these methods with feature selected, i.e., only four most 
important features are adopted for the prediction. Tab. 2 shows the prediction accuracy of 
IRF and the compared methods with selected features, and Figs. 5(e)-(i) exhibit the 
corresponding confusion matrixes. By contrasting the results recorded in Tabs. 1 and 2, 
we can find that all the four compared methods produce better performances with the 
selected features, which also prove the effectiveness of the feature selection approach. 
For a better visualization, a bar chart (Fig. 6) has been designed to record the prediction 
accuracy values of all the methods. From Tabs. 1-2 and Figs. 5-6, we can have the 
conclusion that compared to the four methods with the all features and selected features, 
the proposed IRF method produces the highest class prediction accuracy. 
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Table 1: Prediction accuracy with the four compared methods 
Method KNN DAC DT RF 

Accuracy (%) 71.90 60.71 79.29 82.86 

Table 2: Prediction accuracy with IRF and four compared methods with feature selected 

Method KNN-SF DAC-SF DT-SF RF-SF IRF 
Accuracy (%) 75.24 76.67 82.14 84.52 86.67 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 5: Confusion matrixes of different prediction methods. (a) KNN, (b) DAC, (c) 
DT, (d) RF, (e) KNN-SF, (f) DAC-SF, (g) DT-SF, (h) RF-SF, (i) IRF 
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Figure 6: Prediction accuracy with the compared methods and the proposed IRF 

4 Conclusion 
This paper proposes an improved random forests method for the prediction of MOOC 
learner’s final grade. First, an indicator is defined to measure the importance of the 
features, and a rule is established to select the most proper features for the grade 
prediction; then, a clustering-SMOTE technique is developed and embedded into the 
traditional random forests algorithm to improve the prediction accuracy with class 
imbalance data. Experimental results with CNPC MOOC dataset prove the effectiveness 
of the proposed method. Finally, a comparison of IRF and another four widely used 
prediction algorithms proves the superiority of the proposed method. 
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