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Abstract: Nowadays, with the popularization of network technology, more and 
more people are concerned about the problem of cyber security. Steganography, 
a technique dedicated to protecting peoples’ private data, has become a hot topic 
in the research field. However, there are still some problems in the current 
research. For example, the visual quality of dense images generated by some 
steganographic algorithms is not good enough; the security of the steganographic 
algorithm is not high enough, which makes it easy to be attacked by others. In 
this paper, we propose a novel high visual quality image steganographic neural 
network based on encoder-decoder model to solve these problems mentioned 
above. Firstly, we design a novel encoder module by applying the structure of U-
Net++, which aims to achieve higher visual quality. Then, the steganalyzer is 
heuristically added into the model in order to improve the security. Finally, the 
network model is used to generate the stego images via adversarial training. 
Experimental results demonstrate that our proposed scheme can achieve better 
performance in terms of visual quality and security. 
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1 Introduction 
     Cyber security is proposed based on the development of the Internet and the arrival of the network 
society to face the new challenges of information security. Steganography is a technique that prevents 
anyone other than the intended receiver from knowing the event of transmission or the content of the 
secret information, which is a hot issue of cyber security. Specifically, due to the network environment 
full of multimedia (such as audio, video and images), steganography allows secret information to be 
embedded in a digital medium without compromising the quality of its cover. 

LSB is the most famous traditional image steganography algorithm, which embed the secret 
information into the least significant bit of the pixel value of the cover image. Although this 
steganographic algorithm has the least influence on the visual quality of the cover image. However, this 
method is easy to change the statistical characteristics of the image, which cannot be avoided by the 
detection of the steganalyzer. In order to improve the performance of the steganographic algorithms, the 
goal of steganography is to shift from guaranteeing visual quality to reduce the impact on statistical 
analysis. It is found that changing the texture and noise area in the image will bring great challenges to the 
steganalyzer. The steganography based on distortion minimization framework was emerged, which 
heuristically embeds secret information into the texture and noise regions of the image and slightly 
changes the statistical characteristics of cover images. With the development of deep learning, instead of 
relying on hand-crafted embedding algorithms, we can automatically embed secret information into the 
cover through a well-trained neural network. 

Generally, there are several important indexes to measure the performance of the steganographic 
algorithm, such as visual quality, security and hiding capacity. The visual quality is the most important 
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and basic requirement of steganography, which means that people’s visual system cannot detect the 
changes of the cover image easily. Security is usually the capability of steganographic algorithm to resist 
steganalyzer based on statistical characteristic. Besides, hiding capacity refers to the maximum capacity 
of secret information that can be embedded in the cover image under the condition of ensuring visual 
quality and security. Both the traditional image steganography or the steganography based on deep 
learning has its own advantages and disadvantages. Although traditional image steganography algorithms 
have high security, their performance is easily affected by the original cover and hiding capacity. 
Although steganography based on deep learning can maintain the statistical properties of images better, 
the visual quality of stego images is not good enough. 

To address the above limitations, we propose a new steganographic neural network based on 
encoder-decoder model. In our proposed scheme, the secret message can be concealed into a color cover 
image, and the stego image generated by our model has high visual quality and security. Comparing with 
previous works, our work has the following contributions: 

1. In order to improve the stego image’s visual quality, we improve the encoder module by 
introducing the structure of U-Net++. 

2. In order to guarantee the security of our scheme, the steganalyzer based on deep learning is added 
into the encoder-decoder model. 

3. The experimental results show that our scheme is effective and efficient. 

2 Related Work 
In this section, we introduce the latest research results from steganography and steganalysis respectively. 

2.1 The Steganography Based on GAN 
Since the generative adversarial network (GAN) [1] was proposed in 2014, many researchers have 

combined steganography with GAN and made excellent achievements. Volkhonskiy et al. [2] firstly 
proposed steganographic model, which called SGAN (Steganographic GAN), in 2017. a steganalyzer 
discriminator was added on the basis of GAN, which was used for steganalysis of stego images generated 
by the generator, making the generated stego images resistant to steganalyzer. Hayes et al. [3] proposed 
the HayesGAN model in 2017, which could directly generate stego images via adversarial learning. The 
same year, Tang et al. [4] combined the generative adversarial network with adaptive steganographic 
distortion and proposed ASDL-GAN (Automatic Steganographic Distortion Learning Framework with 
GAN) to learn the distortion cost. In 2018, Yang et al. [5] improved the ASDL-GAN and used Tanh 
simulator as an activation function to replace TES (Ternary Embedding Simulator), and considered the 
SCA (Selection-Channel-Aware) in the design of discriminator, so that the designed algorithm can resist 
detection of steganalysis based on the SCA. 

2.2 The Steganography Based on Encoder-Decoder Model 
Encoder-Decoder model [6] is a common framework of deep learning. This model can abandon the 

professional knowledge in the field of information hiding to a certain extent. In 2017, Google Research [7] 
proposed the steganographic network model based on encoder-decoder model for the first time, which could 
put a full-size color image into another image of the same size. Atique et al. [8] also proposed a 
steganographic model based on encoder-decoder model in the same period. They can embed the gray image 
into another color image and restore the gray image with higher accuracy. In 2018, Zhu et al. [9] put 
forward a model called HiDDeN, which adds a noise layer on the basis of encoder-decoder model, so that 
stego images can still extract binary secret information with high precision even after geometric attacks such 
as JPEG compression, Gaussian blurring and pixel-wise dropout. In 2019, Zhang et al. [10] added a critic 
into the encoder-decoder model and designed the loss function from multiple perspectives. In this scheme, 
the hiding capacity is increased to 4.4 BPP on the basis of ensuring the visual quality. Steganography 
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algorithm based on Encoder-Decoder has a high visual quality, but its security and the ability of resisting 
geometric attacks are far from enough. 

2.3 The Steganalysis Based on Deep Learning 
In 2014, Tan et al. [11] first proposed a steganalysis method based on deep learning, which is 

referred to as TanNet. TanNet consists of three convolutional layers and a full connection layer. Qian Net 
was proposed in 2005, which uses uniform pooling to reduce information loss. In 2016, Xu et al. [12] 
proposed XuNet based on convolutional neural network and added a fixed high-pass filtering layer (KV 
core) to the front end of the network. XuNet is a milestone work. Then, Xu et al. [13] also proposed an 
overlapped pooling to solve the problem of excessive information loss in the traditional pooling process, 
and utilized the integrated learning method of convolutional neural network to improve its detection 
capability. In the same year, Pibre et al. [14] proposed the use of large-size convolution kernel in 
convolutional neural networks. YNY Net [15], proposed in 2017, combines the selection-channel-aware 
with convolutional neural network to improve the detection accuracy, marking a major breakthrough in 
deep learning in the field of steganalysis. In 2018, Wu et al. [16] proposed the use of deep residual 
network to construct steganalysis model to avoid the diffusion of gradients that is prone to occur in deep 
network. Besides, Fridrich et al. [17] proposed a steganalysis model of deep residual network with the 
latest detection accuracy in 2019. 

3 Architecture 
The overall architecture of our proposed scheme is shown in Fig. 1. Our proposed architecture 

comprises the following three modules. Firstly, the encoder receives a cover image and a data tensor 
converted from secret message, and outputs a stego image of the same size as the cover image. Secondly, 
the steganalyzer that distinguish the difference between the cover and stego images. Finally, the stego 
image is taken as the input by the decoder, whose job is to recover the data tensor. 
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Figure 1: The overall framework of the proposed scheme 

Encoder Based on the basic model, we have improved the encoder module by introducing U-Net++. 
Compared to the original U-Net network, it connects all the 1–4 layers of U-Net. The advantage of this 
structure is that it allows the network to learn features of different depths, regardless of which depth is 
effective. The second advantage is that it shares a feature extractor, trains only one encoder instead of a 
few blocks of U-Net, and its different levels of features are restored by different decoder paths. U-net ++ 
can capture features of different levels and integrate them through feature superposition. The edge 
information of large objects and small objects themselves are easily lost by the deep network sampling 
down and sampling up again and again, at this time, different size of receptive fields are needed to extract 
features. The architecture of our proposed encoder is similar with the U-Net++ network structure. Given k 
bits of secret message and an image of size (m, n), the secret information is converted into a data tensor of 
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shape (k, m, n). Then the encoding network adopts a structure similar to U-Net++ to improve the 
precision of shallow feature and deep feature extraction. At the same time, the structure of “Convolution-
Activation Function-BN” is used to speed up network training. 
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Figure 2: The structure of original U-Net++ 

Decoder The decoder takes the stego image as input and outputs the reconstructed data tensor. 
Several convolutional layers are applied to produce the feature maps. After the convolution operation, the 
global spatial average pool is applied to generate the data tensor with the same shape as the secret. Finally, 
the reconstructed message is produced by the single linear layer.  

4 Evaluation Metrics 
This section describes some of the metrics that evaluate the performance of the proposed model. These 

metrics will measure the performance of the model in terms of visual quality, security and hiding capacity. 
SSIM (Structural Similarity Index) SSIM is a measure of the similarity of two images, which is 

based on three comparative measurements between samples x and y: luminance, contrast, and structure. 
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Among them, the representations of the symbols are shown in Tab. 1. 

Table 1: The representations of the symbols 

Symbol Representation 

xµ  The mean of the image x   

yµ  The mean of the image y  
2
xσ   The standard deviation of the image x  
2
yσ  The standard deviation of the image y  

xyσ  The covariance of the image x and y  

1c , 2c  2
1( )k L , 2

2( )k L , in addition to avoid zero 
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PSNR (Peak Signal to Noise Ratio) PSNR is the most common and widely used objective measure 
of image quality., which is often used for the objective evaluation of image degradation before and after 
compression. Between the two images, the larger the PSNR value is, the more it tends to have no 
deterioration. In other words, the worse the image, the value is close to zero. Given two images of size (m, 
n), the PSNR is computed by the mean squared error (MSE). Formula is as follows: 

1 1
2

0 0

1 [ ( , ) ( , )]
m n

i j
MSE I i j K i j

mn

− −

= =

= −∑∑                                                                                                         (5) 

2

1010 log ( )IMAXPSNR
MSE

= ⋅                                                                                                                        (6) 

BPP (Bits Per Pixel) BPP is the number of bits of secret information embedded per pixel. In the 
field of information hiding, BPP is often used to measure the information capacity actually embedded into 
the cover. 

bitsbpp
m n

=
×

                                                                                                                                               (7) 

5 Experiment and Analysis 
5.1 Experimental Setups and Dataset 

The experiments are conducted on the hardware environment consisted of a GeForce RTX TiTan 
GPU and an Intel i9 CPU. Our proposed model is trained on the COCO dataset, and the images are cut to 
experiment-specific size. There are 10,000 images for training and 1,000 images for testing. The batchsize 
of proposed model is set to 24 and the train epoch is 100. We use Adam optimizer with a learning rate of 
10−3, which is descended after 15 epochs. The loss curve of our proposed model during the training 
evolution is shown on Fig. 3. Besides, Figs. 4 and 5 show the experimental results of our proposed model. 

 
Figure 3: The loss curve of our proposed model during the training evolution 

 
Figure 4: The results generated by our scheme in the middle of training. The first line represents the 
cover images, and the second line represents the stego images 
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Figure 5: The results generated by our scheme after the stable training. The first line represents the cover 
images, and the second line represents the stego images 

5.2 Experimental Results and Analysis 
In one hand, SSIM is a number between 0 and 1. The larger the SSIM, the smaller the difference 

between the two images. In the other hand, PSNR value range: 20–40. The higher the value, the closer the 
image quality is to the original image. We tested 200 pairs of images for SSIM and PSNR. The results of 
the structural similarity index (SSIM) and the peak signal to noise ratio (PSNR) are shown in Tab. 2. 
From the table we can see that the average SSIM of the cover images and our generated stego images is 
around 0.9 and the average PSNR is around 35. These results show that our images have higher visual 
quality. In addition, different embedding capacities have been applied in our scheme. We find that with 
the increase of embedding capacity, the image quality begins to decrease. However, due to the error of 
neural network, the secret information cannot be recovered completely, which does not affect the 
transmission of the message content. 

Table 2: The average value of PSNR and SSIM   

Scheme PSNR (db) SSIM 
Our model 35.3 0.92 

6 Conclusion and Future Work 
The paper proposes a novel steganographic framework based on the encoder-decoder model. We 

improve the encoder module by introducing the structure of U-Net++ and introduce the steganalyzer 
based on deep learning into the encoder-decoder model. The experiment of SSIM and PSNR shows that 
the visual quality of the proposed achieves better performance. 

However, the security has not been proven to be better than other algorithms and steganalysis 
experiments will be conducted in the future. At the same time, the security of our proposed 
steganographic framework still can be improved in some ways. For instance, there are many steganalyzers 
based on deep learning that we can use, such as Xu-Net, Ye-Net and SRNet and so on. In addition, the 
module of decoder can attempt to adopt different network structures. All in all, the encoder-decoder 
model holds great promise.  
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