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1 INTRODUCTION 
IN many real-life situations, data stored in the form 

of datasets plays a pivotal role in analysis, decision 

making, prediction, and forecasting. There are many 

traditional algorithms and statistical methods in the 
literature for the reasoning of precise data (Berzuini 

1988; Michalski and Chilausky, 1980). The precise 
data analysis uses techniques that are based on either 

strong assumptions of probability distributions or 
knowledge about dependencies. The representation of 

the right information at the right time provides better 

knowledge. When the data stored is incomplete or 
imprecise, it results in uncertain datasets. Data 

analysis and prediction of uncertain datasets have 
attracted many researchers, practitioners, and 

philosophers. 
Artificial Intelligence provides methods, 

algorithms, and techniques to analyze and extract 

useful information from imprecise data for decision 

making or prediction. This is handled by two 
prominent research areas of Artificial Intelligence, 

Machine Learning, and Data Mining. Machine 

learning introduces new algorithms to learn from the 
set of examples or from previous experiences. Data 

mining is used to extract valuable information and 
hidden patterns for analysis, classification, and 

prediction. Many theories, algorithms, and techniques 
have been developed to deal with imprecise data. 

Among them are fuzzy set, Dempster-Shafer theory of 
evidence and rough set theory. 

Rough set theory is a mathematical framework 

proposed by Pawlak in 1982 to deal with uncertain, 
imprecise, inconsistently erratic and vague 

descriptions of examples (Pawlak, 1981; Pawlak, 
Grzymala-Busse, Slowinski, Ziarko, et al. 1995). In 

rough set theory, patterns in data can be characterized 
by means of approximations or equivalently by 

decision rules induced by the data. The decision rules 

express the hidden patterns about the learning 
examples. There are many algorithms found in the 
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literature for inducing rules from examples. Some of 

them are ID3, PRISM, LEM2, MLEM2 and 
MODLEM (Quinlan, 1986; Cendrowska, 1987; 

Grzymala-Busse, 1997; Grzymala-Busse, 2002; 
Stefanowski, 1998). A comparison of ID3, PRISM, 

and LEM2 is presented in (Chan and Grzymala-Busse, 
1991). PRISM is a rule-based classifier which uses 

local covering for rule generation. ID3 is a decision 

tree based rule learner algorithm. LERS (Learning 
from Examples using Rough Set) is a data mining 

system that computes rules using rough set concepts 
from uncertain datasets (Grzymala-Busse, 1992). Rule 

sets generated can be used for classification of new 
examples or in the interpretation of knowledge.  

An important application of rough sets that has 
become a significant research trend is in the area of 

classification (Pawlak, 1992). This paper presents 

work that leads to the development of a rough set-
based classification system, Weighted- Attribute 

Significance Rule Approximation, (WASRA) using 
rule approximation. The novel rule approximation 

approach uses only a subset of rules generated by any 
rule induction algorithm. This work defines and 

associates weights with condition attributes. These 

weights are useful in the approximation of the 
antecedent of a rule when it is not matched exactly by 

an example. Another concept proposed in this work is 
the determination of the class label based on the 

attribute-value pair. This is also used for the 
approximation and assignment of decision rules.  

This paper is organized as follows. Section 2 

presents the current work related to rule generation 
frameworks using rough set theory. The basic 

concepts of rough set theory and rule induction 
algorithms are given in section 3. The architecture of 

the proposed classifier is explained in section 4. 
Section 5 gives the dataset details, tabulated results of 

the experiments, and comparison with other 
classifiers. Section 6 presents the conclusion of the 

work done. 

2 RELATED WORK 
THIS section briefly discusses the existing works 

related to rule generation frameworks based on rough 

set theory on attribute reduction and hybridization.   

2.1 Rough set frameworks based on attribute 

reduction 
Sumalatha et al have proposed a rule generation 

framework based on rough set theory to find the 
behavioral pattern of customers (Sumalatha, Uma 

Sankar, Sujatha, et al., 2016). The reducts are found 

using the discernibility matrix and decision rules are 
generated for the prediction of the decision class. The 

Experiments have been conducted on a Portuguese 
banking institution that predicts the deposit nature of 

customers.  

Nandhini et al (Nandhini and Sivanandam, 2015) 

have proposed a predictive associative rule-based 
classifier, Classification based on Predictive 

Association Rule (CPAR) algorithm, using gain ratio 
in health care data diagnosis. Reducts by rough set and 

T-test techniques are used for dimensionality 
reduction. Laplace accuracy is used in k- best rule 

selection method to choose the best rule. This 

classifier considers only binary class datasets.  
Hassanien et al (Hassanien and Ali, 2004) have 

designed a simplification algorithm based on rough set 
methodology by generating classification rules for 

breast cancer data. The reduct set is computed and the 
simplification algorithm is applied on the reduced 

system to generate simplified rules. The significance 
of the rule is evaluated by applying the statistical 

significance test of attributes and the rules are pruned. 

The pruned rules are used for the classification of 
breast cancer dataset. 

2.2 Rough set frameworks based on 
hybridization 

Kusiak (Kusiak, 2001) has proposed a rule 
structuring algorithm based on the concept of data 

mining and rough set theory for semiconductor 
applications. Evolutionary computation approach is 

expanded to rule structuring and data engineering for 
the longevity of decision rules. Rough set produces a 

minimal set of rules from the available data. The 

rough set rules generated were suitable to form meta-
structures that led to decision making with transparent 

knowledge analysis in semiconductor application.  
Bazan et al (Bazan, Peters, Skowron, Son, 

Szczuka, et al., 2003) have proposed a rough set 
approach for incremental concept approximation. The 

relevant pattern is searched by defining conflict 

resolution strategies. Tuning of the parameter in a 
conflict resolution strategy extracts patterns for 

concept approximation.  
Khoo et al (Khoo, Tor, Zhai, et al., 1999) have 

built a prototype system, Rough set based 
classification system (RClass) that integrates rough set 

theory and a statistical-based inductive learning 

algorithm. Statistical based inductive learning 
algorithm uses an entropy-based inductive approach 

for decision making and choosing of attributes. 
Conflict in training data is identified and resolved 

using rough set. A reliability index is calculated for 
every possible rule. The classification rules induced 

by RClass system are simple and logical. 
Sharma et al (Sharma, Kumari, Kar, et al., 2019) 

have proposed a forecasting model based on 

hybridization of rough set and double exponential 
smoothing for air passengers time series dataset. 

Ziarko et al (Ziarko and Shan, 1996) have 
presented a rough set methodology based on decision 

matrix and Boolean decision function. This method 
finds all minimal or maximally simplified rules for 

target classification. The simplification of Boolean 
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decision function is used to reduce the problem of the 

finding of all deterministic rules. The simplification 
problem can be easily split into disjoint sub-problems 

and this facilitates its implementation in the 
multiprocessor system. Identification of minimal rule 

length for a decision class enables to choose between 
many possible solutions for target classification. 

By using rough sets and belief function theory, 

Trabelsi et al (Trabelsi and Elouedi, 2008) have 
developed a learning approach to derive decision rules 

from uncertain data. The rules generated by rough sets 
are used in the Transferable Belief Model (TBM). 

TBM indicates that uncertainty exists in decision 
attribute values. This model consists of credal and 

pignistic levels. In the credal level, belief is 
represented by a belief function. In the pignistic level, 

beliefs are used to make a decision by attaching a 

pignistic probability function. The drawback of this 
method is that the belief rules generated are not 

optimal. 
As observed in the literature, it can be seen that 

researchers have generally used rough sets for 
hybridization and attribute reduction. The proposed 

system provides a novel approach for rough set-based 

rule approximation and application on uncertain 
datasets. The proposed system is different in that, the 

system uses a minimal subset of decision rules 
generated by a rule induction algorithm and for rule 

approximation, the concept weight and significance of 
the condition attributes are used. 

3 PRELIMINARIES 
THIS section briefly discusses the basic notion of 

rough set theory and rule induction algorithms.   

3.1 Rough set theory 
In rough set philosophy (Pawlak, 1984; Pawlak, 

1996), every example of the universe is associated 

with some amount of information and is expressed as 
attributes used for example descriptions. The main 

advantage of rough set theory is that it does not need 

any preliminary information about data (Pawlak, 
Grzymala-Busse, Slowinski, Ziarko, et al., 1995). 

Rough set theory can effectively resolve the problems 
related to the dependency between attributes, reducing 

all redundant attributes, evaluating the significance of 
attributes, identifying the hidden pattern and inducing 

decision rules for the given dataset. The rough set 

theory has been applied successfully in many real-life 
problems in engineering, medicine, banking, financial 

and other areas. 

3.1.1 Information system and Decision system 
Let 𝑈 be a universe of examples. Each example 

𝑥 ∈ 𝑈 is described by a set of characteristic attributes,
𝐴.  Let the set of attributes be divided into two subsets 

C and 𝐷 called condition attributes and decision 

attributes, respectively, such that 𝐴 = 𝐶 ∪ 𝐷 and 𝐶 ∩

𝐷 ≠ ∅. Let 𝐶 = {𝑎1,𝑎2 ,. . , 𝑎n} and 𝐷 = {𝑑1, 𝑑2, . . , 𝑑m}, 

where 𝑛,𝑚 are the number of condition attributes 

and where 𝑚 is the number of decision attributes, 

respectively. The set of values that can be taken by 
condition attribute 𝑎𝑖 and decision attribute, 𝑑j are 

𝑉𝑎𝑖 
and 𝑉𝑑𝑗

.  

An information system is a set of examples that are 
described only with condition attributes. When a set of 

examples are described with both condition and 
decision attributes, they form a decision system. Each 

decision attribute value called class label defines a 

concept that contains all the examples of 𝑈 having the 
same class label. A decision system is said to be 

inconsistent (uncertain) if any two examples have the 

same values for all condition attributes but different 
values for decision attributes.  

3.1.2 Rough set 
The rough concept is a set of examples that cannot 

be defined precisely by the given set of attributes. 
Rough set theory approximates the rough concept 

using the two definable sets, the greatest definable set 
completely contained in the concept (lower 

approximation), and the least definable set containing 
the concept (upper approximation) (Pawlak, 1992). In 

rough set approach, the decision rules are induced 

from a decision system and a minimal set of rules are 
generated. The rules induced by lower and upper 

approximation are called certain and possible rules, 
respectively. 

3.1.3 Dependency of attributes  
Finding out of the dependencies between attributes 

of a decision system is one of the major concerns in 
data analysis. The positive region is the union of the 

lower approximations of all the concepts. This is 
indicated by 𝑃𝑂𝑆𝐶(𝐷). It includes only those 

examples which belong to the corresponding concepts 

without any ambiguity.  
A set of attributes 𝐷 depend on a set of attributes 𝐶 

if all values of attributes in 𝐷 are uniquely determined 

by the values of attributes in  𝐶.Otherwise, there is a 

partial dependency between 𝐶 and 𝐷 (Pawlak, 1981; 

Ziarko, 1999). The degree of dependency between 𝐶 

and 𝐷 or the consistency measure of the universe 𝑈 is 
represented by 𝛾(𝐶,𝐷) or 𝛾 and is given by 

 𝛾(𝐶, 𝐷) =
|𝑃𝑂𝑆𝐶(𝐷)|

|𝑈|
           (1) 

A state of total dependency of 𝐷on 𝐶 is represented 

by 𝛾 = 1. This specifies that its positive region is the 

entire universe and 𝑈 is consistent. 

3.1.4 Significance of attributes 
The significance of an attribute reflects the degree 

of decrease of the positive region as removing an 

attribute ‘𝑎’ from 𝐶. It is in the real value, in the range 

of closed interval [0, 1] (Pawlak, 1982). The 
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consistency measure as given in Eq. (1) is used to 

calculate the significance of an attribute. The 
significance of an attribute ‘a’ is defined in Eq. (2). 

 σ(𝑎) = 1 − 
𝛾(𝐶−{𝑎},𝐷)

𝛾(𝐶,𝐷)
  (2) 

3.1.5 Decision rules 
The decision rules are one way of representing 

knowledge in a data set (Ziarko, 2002). A decision 
rule has an antecedent part and a consequent part. The 

consequent part gives the concept predicted and the 
antecedent part specifies the necessary conditions, to 

have this concept predicted. In rule induction and 
classification process a measurement is required to 

determine the rule quality (Yao and Zhong, 1999; 
Lavrac, Flach,  Zupan, et al., 1999). The rule quality 

calculated is a function that determines the strength of 

each rule induced. The measures of rule quality that 
are considered in this work are Laplace accuracy and 

support. 
Laplace accuracy determines the quality of the 

concept rules by considering its rule coverage (Niblett, 
1987). The formula for Laplace accuracy is defined 

below in Eq. (3). 

  𝐿𝑎𝑝𝑙𝑎𝑐𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑚(𝑅) +1

   𝑛(𝑅) +𝑚
  (3) 

‘𝑚’ is the number of concepts in the dataset, ‘𝑛𝑚(𝑅)’ is 

the number of examples in the predicted concept 

𝑚 covered by the rule 𝑅 and ‘𝑛(𝑅)’  is the total 

number of examples covered by the rule 𝑅. 
Support of a rule 𝑥 is the number of examples 

matching the rule conditions and decision attribute 

(Pawlak, 2004).  In other words, the set of attribute-
value pairs occurring on the antecedent part of rule 𝑥 

is denoted as rule condition part and symbolized 

as  𝐶(𝑥). The consequent of a rule is the decision part 
and is denoted by 𝐷(𝑥). The support of a rule 𝑥 is 

given below in Eq. (4). 

 𝑆𝑢𝑝𝑝𝑥(𝐶, 𝐷) = 𝑐𝑎𝑟𝑑( 𝐶(𝑥) ∩ 𝐷(𝑥))  (4) 

3.2 Rule Induction algorithms 
Learning from Examples using Rough Sets (LERS) 

is a rule induction system introduced by Jerzy 

Grzymala Busse and developed at the University of 
Kansas. LERS has developed four different options of 

rule induction methods and the most popular of them 
is LEM2 algorithm. 

LEM2 algorithm [Grzymala-Busse (2015)] 

computes a single local covering for each concept 
from the decision system which uses only categorical 

attributes. It generates a minimal set of decision rules. 
The strength of the rule is determined with the 

measures of support, consistency, and coverage 
associated with each rule. 

4 PROPOSED WASRA CLASSIFICATION 
SYSTEM 

IN this section, a detailed description of the 

proposed architecture, Weighted Attribute 
Significance Rule Approximation (WASRA) is 

presented. WASRA is a rule approximation algorithm 
which takes as input a rule subset and computes the 

concept weights of attributes which are then used for 

rule approximation. The approximated rules are used 
for classification of datasets. The overall architecture 

of the WASRA classification system is shown in 
Figure.1. 
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Figure 1. WASRA Classification System 
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The system involves two phases, namely, 

preprocessing phase and classification phase. The 
preprocessing phase includes cleaning of data and 

computation of dataset properties.  

4.1 Pre-Processing Phase 
In the preprocessing phase, a dataset is given as 

input to the data cleaning module that performs two 

tasks: outlier removal and missing value removal. 

 In any multi-class dataset, the number of 
examples belonging to each class may vary 

significantly. Those examples of a class label which 
are very minimally present compared to those of other 

class labels are not represented adequately. Hence, 
these are removed from the dataset and not considered 

for classification. This task is referred to as outlier 

removal. The examples that do not have values for all 
the attributes are also not considered for classification. 

The removal of these examples is performed by the 
missing value removal task.  

The preprocessed dataset is given as input to the 
Dataset Properties Computation module. This module 

computes the consistency measure, the significance of 
attributes and builds the Attribute-Value Class 

Affinity list (AVCA) as given in Figure 2. 

 

Consistency Measure Computation

Attribute Significance Calculation

Attribute-Value pair Class Affinity 

Identification

Dataset Properties Computation

Preprocessed

 dataset

Consistency Measure,  ᵞ

Attribute Significance , {σ(ai)}

AVCA List

 

Figure 2. Dataset properties computation module 

The consistency measure 𝛾 of the dataset is 

defined in Eq. (1) that is given in section 3.1.3. The 
significance of each attribute 𝑎𝑖 , 𝜎(𝑎𝑖) is computed 

using Eq. (2). The Attribute-Value pair Class Affinity 

(AVCA) is a list whose cardinality equal the number 
of condition attributes in the decision system. Each 

element of the AVCA list points to another list with 

the size equal to the number of values that the 
corresponding attribute can take. Each entry of this list 

has a value of the decision attribute.   
The label 𝑑𝑗 of 𝑑 that has the maximum number of 

examples with value 𝑣𝑎𝑖 
for 𝑎𝑖 among all the labels of 

𝑑 is taken as the class affinity of the pair (𝑎𝑖 ,𝑣𝑎𝑖 
). 

The representation of the AVCA list is given in 

Figure3. 
 

 

Figure 3. AVCA List 

4.2 Classification Phase 
The input to the classification phase is the 

preprocessed dataset, which is split into training and 
test dataset based on stratification selection. This is 

done to retain the same class distribution in each fold 

as in the whole dataset while performing cross -
validation. The rule induction module receives the 

training dataset and the rules are generated. The rule 
set 𝑅 generated is given as input for rule subset 

extraction. Each rule ‘𝑟’ in the rule set 𝑅 has two 

parameters, namely, Laplace accuracy ‘𝑙𝑟’ and 

support ‘𝑠𝑟’. The rules in the rule set 𝑅 are arranged in 

decreasing order of 𝑙𝑟 values. The rules with support 

threshold > 1 are extracted and the new rule set 𝑅𝑝 is 

obtained. 

4.2.1 Concept weight matrix generation module 
This module receives a new rule set 𝑅𝑝 as input 

and generates the concept weight matrix 𝐶𝑊𝑀 of 

dimension 𝑛 ×  𝑚 is given in Figure 4. 

Concept Weight 

Matrix Generation 

Module

Subset 

of rules 

(Rp)

Concept 

Weight 

Matrix 

(CWM)

 

Figure 4.Concept Weight Matrix Generation Module 

Here, ‘𝑝’ is the number of rules in the rule set 𝑅𝑝, 
‘𝑛’ denotes the number of condition attributes and ‘𝑚’ 
denotes the number of concepts or class labels. The 
rule set 𝑅𝑝 is used to generate the concept weight 

𝑐𝑜𝑛_𝑤𝑡 𝑖
𝑗
of each attribute 𝑎𝑖 corresponding to the 𝑗 𝑡ℎ 

value of the decision attribute 𝑑. Let |𝑅𝑖
𝑗
| be the 

number of rules for the 𝑗 𝑡ℎ value of the decision 
attribute, 𝑑 in which the attribute, 𝑎𝑖 is present. Let 

|𝑅𝑗| be the total number of rules for the decision 

value 𝑑𝑗. The concept weight 𝑐𝑜𝑛_𝑤𝑡𝑖
𝑗
 is computed 

and is given in Eq. (5) as follows. 

  𝑐𝑜𝑛_𝑤𝑡𝑖
𝑗

 = 
|𝑅

𝑖

𝑗
 |

|𝑅𝑗|
  (5) 
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The concept weight matrix generation CWM(𝑖, 𝑗) is 

one of the inputs to the weighted attribute rule 
approximation and assignment module and is given in 

Figure 5. 

 

𝐶𝑜𝑛𝑐𝑒𝑝𝑡 𝑊𝑒𝑖𝑔ℎ𝑡 𝑀𝑎𝑡𝑟𝑖𝑥 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝐶𝑊𝑀(𝑛 × 𝑚)  

For each attribute 𝑎𝑖 ∈ 𝐴 

Begin   

 For each value 𝑑𝑗 ∈ 𝑣𝑑  where 𝑑 ∈ 𝐷 

 begin 

          Let 𝑅𝑗denote the rules of 𝑅𝑝 with  

          decision value 𝑑𝑗 for 𝑑 

          Let |𝑅𝑗| denote the cardinality of 𝑅𝑗      

For each rule in 𝑅𝑗 
Begin 

      If 𝑎𝑖 is present in the rule then  

           add the rule to 𝑅𝑖
𝑗
 

end for; 

𝑐𝑜𝑛𝑤𝑡 𝑖
𝑗  = 

|𝑅𝑖
𝑗
 |

|𝑅𝑗|
 

𝐶𝑊𝑀(𝑖, 𝑗) = 𝑐𝑜𝑛_𝑤𝑡𝑖
𝑗
 

end for; 
end for; 
Figure 5. Concept weight matrix generation 

4.2.2 Weighted Attribute Rule Approximation 

and Assignment module 
The rule subset, concept weight matrix, and dataset 

properties are the inputs to this module, which outputs 
the decider matrix as shown in Figure 6. This module 

performs rule approximation and finds the decision 
class label of each example with respect to all rules in 

the rule subset. The class label decided by each rule 
for all the examples is stored in the decider matrix. 

Decider Matrix 

(DM)
Weighted 

Attribute Rule 

Approximation 

and Assignment 

module

Subset of rules (Rp)

Concept Weight 

Matrix (CWM)

Dataset Properties

 

Figure 6. Weighted Attribute Rule Approximation and 
Assignment module 

Let 𝐸 be the set of examples in the test dataset. The 

decider matrix of dimension 𝑡 × 𝑝 is denoted as 

𝐷𝑀(𝑡, 𝑝) where ‘𝑡’ denotes the number of examples in 

𝐸 and ‘𝑝’ denotes the number of rules in  𝑅𝑝. Each 

entry in the decider matrix is a value (class label) of 

the decision attribute 𝑑 or NA (indicates that rule 

cannot be used). For example 𝑒𝑡 ∈ 𝐸, this module 
finds the concept, to which the example belongs based 

on each rule 𝑟 ∈ 𝑅𝑝. Let 𝑑𝑗 denote the decision label 

of rule 𝑟. When rule 𝑟 is applied to example 𝑒𝑡, only 

the weights of attributes corresponding to the 

concept 𝑑𝑗 are considered. 

The attributes of the example whose values match 

with those of condition attributes present in the 
antecedent of the rule are found. Let ‘ Wmatch’ be the 

sum of the concept weights for the matched attributes. 

The sum of the weights ‘ Wmismatch’ of the attributes 
of the example, whose values differ with the values of 

the condition attributes of the rule is  also computed. 

Wmatch and Wmismatch are used for assigning a 
class label to 𝑒𝑡  using 𝑟.  
1. If Wmatch = 0  𝑜𝑟 Wmatch <  Wmismatch then 𝑟 

cannot be used and the entry corresponding to 

row 𝑒𝑡  and column 𝑟 is ‘NA’. [Not available] 
2. If Wmatch >  Wmismatch then entry corresponding 

to 𝑒𝑡  and 𝑟 is 𝑑𝑗.[Rule triggered] 

3. If Wmatch =  Wmismatch then the following 

method is adopted. An attribute 𝑎 in the example 
and not present in the antecedent is considered. 

The significance of the attribute is used when 
more than one such attribute is found in the 

example. 

Let 𝑣𝑎 be the value of 𝑎 in 𝑒𝑡 . Use (𝑎, 𝑣𝑎 ) as the 
indices to AVCA list to obtain the class affinity 

of (𝑎, 𝑣𝑎 ). This is used as an entry for 𝑒𝑡and 𝑟 in the 

decider matrix 𝐷𝑀(𝑡,𝑝). These steps are performed 

for all rules of  𝑅𝑝 and for each example 𝑒𝑡. For each 

example, the class label 𝑐𝑝𝑟 recommended by the 

majority of the rules is assigned. The average 

prediction accuracy is calculated. The proposed rule 
approximation and assignment procedure is given in 

Figure 7. 

The above proposed rule approximation algorithm 
is tested and implemented on some benchmark 

datasets of UCI repository (Dua and Graff, 2019) and 
also on a real-time soil dataset. The following section 

provides the experimental illustration of the proposed 
rule approximation system. 

5 EXPERIMENTAL ILLUSTRATION 

5.1 Environment specification 
ALL experiments are carried out on a computer 

with processor Intel (R) Core (TM) i7-2600 CPU@ 
3.40 GHz, 4.0 GB RAM and 250 GB HDD. The 

program was developed using RoughSets Package in 

R programming language version 3.4.1 in Windows 7 
Professional environment.  

5.2 Dataset specification  
The experiments are performed on four nominal 

datasets of medical domains obtained from the UCI 
Machine Learning Repository and on a real-time soil 

dataset. The UCI datasets are postoperative dataset, 
mammography dataset, SPECT Heart dataset and 

contraceptive dataset The dataset details, such as 
number of examples, number of condition attributes, 

number of examples after preprocessing, concepts, 
class distribution ratio and consistency measure are 

given in Table 1, followed by the dataset description. 
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𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑  𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒  𝑅𝑢𝑙𝑒  𝐴𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑖𝑜𝑛  𝑎𝑛𝑑  𝐴𝑠𝑠𝑖𝑔𝑛𝑚𝑒𝑛𝑡    

For each example 𝑒𝑡 ∈ 𝐸 

   begin 

𝑤𝑚𝑎𝑡𝑐ℎ = 0, 𝑤𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ = 0;  

For each rule   𝑟 ∈ 𝑅𝑝    

   begin      

Consider class label 𝑑𝑗 of this rule 𝑟 

For each 𝑎𝑖 in 𝑟 

if the value of 𝑎𝑖 in 𝑟 equals value of 𝑎𝑖 in 𝑒𝑡  

𝑤𝑚𝑎𝑡𝑐ℎ  = 𝑤𝑚𝑎𝑡𝑐ℎ + 𝑐𝑜𝑛_𝑤𝑡
𝑖

𝑗
; 

else 

𝑤𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ  = 𝑤𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ + 𝑐𝑜𝑛_𝑤𝑡
𝑖

𝑗
; 

end if; 

 end for; 

// Decider matrix construction 

if ((𝑤𝑚𝑎𝑡𝑐ℎ = 0) 𝑂𝑅 (𝑤𝑚𝑎𝑡𝑐ℎ < 𝑤𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ)) 

𝐷𝑀 (𝑡, 𝑟) = 𝑁𝐴  

else if (𝑤𝑚𝑎𝑡𝑐ℎ >  𝑤𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ
) 

𝐷𝑀 (𝑡, 𝑟) = 𝑑𝑗 

else 

begin 

Among all the attribute 𝑎𝑖  not present in 𝑟. 

Let 𝑎 denote the attribute with the maximum value of 𝜎(𝑎𝑖
) for all i. 

Let 𝑣𝑎  denote the value of 𝑎 in 𝑒𝑡 . 

Use (𝑎, 𝑣
𝑎

) and obtain the class label 𝑑𝑗 from the AVCA list. 

end else; 

    end for; 

      𝑐𝑝𝑟 =  𝑑𝑗 which appears  the maximum number of times in row 𝑡. 

  In case of ties, the label suggested by the first column is used.  

end for; 

return 𝑐𝑝𝑟 ; 

 
Figure 7. Weighted attribute rule approximation and assignment procedure 

5.2.1 SPECT heart dataset 
The dataset describes diagnosing of cardiac Single 

Proton Emission Computed Tomography (SPECT) 
images. It uses radioactive tracers that are injected into 

the blood to produce pictures of the heart. Doctors use 

SPECT to diagnose coronary artery disease and find 
out if a heart attack has occurred. For feature patterns 

extraction of cardiac patients, SPECT images are 
converted into 22 binary attributes and each of the 

patients is classified with two decision class labels: 0- 
normal and 1-abnormal. The varieties of heart diseases 

are grouped in a single class label abnormal. The 
dataset consist of 22 condition attributes 

𝐹1 ,𝐹2 , ⋯ ,  𝐹22 that have binary values as yes or no. 

The overall diagnosis of the decision attribute has 

binary value 0- normal and 1- abnormal. 
 

5.2.2 Postoperative dataset 
The postoperative dataset gives the characteristic 

symptoms of a patient after surgery. The dataset has 8 

condition attributes and one decision attribute. The set 
of values the decision attribute can take 

is  VAdm−Decs = {A, I, S}. The attributes are explained 

in Table 2. In the preprocessing of the dataset, three 
examples that had missing values and the examples 

with decision values ‘I’ which has a very minimal (1) 
out of 87examples are removed. Hence, the number of 

class labels gets reduced to {A, S}.   
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Table 1. Dataset details 

S. 

No 
Dataset 

Number of 

ex amples 

Number of ex amples after 

preprocessing 

Condition 

attributes 
Concepts 

Class Distribution 

ratio 

Consistency  

measure 

1. Postoperativ e 90 86 8 2 7:3 0.84 

 2. Mammography  961 830 5 2 5:5 0.53 

3. SPECT Heart 267 267 22 2 2:8 0.82 

4. Contraceptiv e 1473 1473 9 3 3:1:6 0.74 

5. Soil 350 350 11 3 3:3:4 0.64 

 
Table 2. Description of postoperative dataset 

S. No Attribute name Attribute description Domain v alues 

1. L-Core (Lc) patient's internal temperature in 0C high (> 37), mid (>= 36 and <= 37),  low  (< 36) 

2. L-Surf (Ls)         patient's surface temperature in 0C high (> 36.5), mid (>= 36.5 and <= 35),  low  (< 35) 

3. 
L-O2  (Lo)           ox y gen saturation in % ex cellent (>= 98), good (>= 90 and < 98), 

fair (>= 80 and < 90), poor (< 80) 

4. 
L-Bp (Lb) last measurement of blood pressure high (> 130/90),  mid (<= 130/90 and >= 90/70),  

 low  (< 90/70) 

5. Surf-Stbl (Ss) stability  of patient's surface temperature    stable, mod-stable, unstable 

6. Core-Stbl (Cs) stability  of patient's core temperature stable, mod-stable, unstable 

7. Bp-Stbl (Bs) stability  of patient's blood pressure stable, mod-stable, unstable 

8. Comfort (Cf) patient's perceiv ed comfort at discharge measured as an integer betw een 0 and 20 

9. Adm-Decs (D) discharge decision I (patient sent to Intensiv e Care Unit), 

S (patient prepared to go home), 

A (patient sent to general hospital floor) 

 
5.2.3 Mammography dataset 

This dataset is used to predict the severity of 

mammographic mass lesion from BI-RADS attributes 

and the patient's age. This system helps physicians in 
decision making of whether to perform a biopsy on 

suspicious lesion seen in a mammogram or perform a 
short-term follow-up examination. The data was 

collected at the Institute of Radiology of the 
University Erlangen-Nuremberg between 2003 and 

2006. The dataset has five condition attributes and one 

decision attribute. The set of values the decision 

attribute can take is  VSeverity = {1, 2}. The dataset 

description is given in Table 3. 

5.2.4 Contraceptive method choice dataset 
This dataset is a subset of the 1987 National 

Indonesia Contraceptive Prevalence Survey, which 
consists of 1473 examples of married women. The 

problem is to predict the current contraceptive method 
choice of a woman based on her socio-economic and 

demographic characteristics. The dataset consists of 

nine condition attributes and one decision attribute. 
The set of values the decision attribute, Contraceptive 

method used can take is V contraceptive method used = {1, 2, 
3}. Table 4 gives the dataset description of the 

contraceptive method choice. 

5.2.5 Real-time soil  dataset 
The soil dataset has 350 soil samples taken from 

villages in Thanjavur district of Tamil Nadu. The 

dataset correlates the pH value with the other nutrients 
to assess the fertility of the soil. The eleven condition 

attributes are discretized with the range of the nutrient 
index specified by the domain expert as given in 

Table5. 
 
Table 3. Description of Mammography dataset 

S. 

No 

Attribute 

name 

Attribute 

description 

Domain v alues 

1. BI-RADS 

(BR) 

BI-RADS 

assessment 

1 to 5 

2. Age (A) patient's age in 

y ears 

Integer v alues 

3. Shape 

(Sh) 

Shape of mass round=1, ov al=2, lobular=3, 

irregular=4 

4. Margin 

(Mr) 

mass margin circumscribed=1, 

microlobulated=2, 

obscured=3, 

 ill-defined=4, spiculated=5 

5. Density  

(De) 

Density  of 

mass 

high=1, iso=2 low =3, fat-

containing=4 

6. Sev erity  

(D) 

Lev el of 

sev erity  

benign=1 or malignant=2 

 
The range of fertility rating of pH specified by 

domain expert is given in Table 6. The set of values 
the decision attribute pH can take is  VpH =
{acidic,neutral, alkaline} that is labeled as 1, 2 and 

3.The dataset consists of 119 samples for acidic, 98 
samples for neutral and 133 samples for alkaline. 
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Table 4. Contraceptive method of choice dataset description 

S. 

No 

Attribute name Attribute 

description 

Domain v alues 

1.  Wife's age (Wa) Wife age in 

y ears 

Integer v alues 

2. Wife's education 

(We)  

Wife 

education 

1=low , 2, 3, 4=high 

3. Husband's 

education (He) 

Husband 

education 

1=low , 2, 3, 4=high 

4. Number of 

children ev er born 

(Nc) 

Number of 

children born  

Integer v alues 

5. Wife's religion 

(Wr)  

Religion of 

w ife 

0=Non-Islam, 

1=Islam 

6. Wife's w orking 

(Ww ) 

Working 

status of w ife 

0=Yes, 1=No 

7. Husband's 

occupation (Ho) 

Occupation of 

husband 

1, 2, 3, 4 

8. Standard-of-liv ing 

index  (St)  

Life sty le  1=low , 2, 3, 4=high 

9. Media ex posure 

(Me) 

Ex posure to 

media 

0=Good, 1=Not good 

10. Contraceptiv e 

method used (D)  

Contraceptiv e 

method used  

1=No-use, 

2=Longterm, 

3=Short-term 
 

Table 5. Nutrient Index Value of soil dataset by experts 

Nutrients Low  

(mg/kg)  

Medium 

(mg/kg) 

High 

(mg/kg) 

Nitrogen as Nitrate (N) < 14.0 14.0 – 20.0 >20.0 

Phosphorus (Alkaline 

soil) (P1) 

< 15.0 15.0 – 22.0 >22.0 

Phosphorus (Acidic 

soil) (P2) 

< 100 100 100+ 

Potassium (K) < 150 150 >150 

Calcium (Ca) < 2000 2000 >2000 

Magnesium (Mg) < 500 500 >500 

Sulphur (S) < 20.0 20.0 – 30.0 > 30.0 

Zinc (Zn) < 2.5 2.5 – 3.5 > 3.5 

Manganese (Mn) < 10.0 10.0 – 20.0 >20.0 

Copper (Cu) < 2.5 2.5 – 3.5 > 3.5 

Iron (Fe) < 9.0 9.0 – 20.0 > 20.0 
 

Table 6. Fertility rating of pH value for soil dataset 

Parameter Acidic Neutral Alkaline 

pH < 6.5 6.5-7.5 > 7.5 

5.3 Experimental Results 
This section illustrates the performance of the 

proposed classification system with the postoperative 

dataset. The computation of the dataset properties is 
carried out, which is followed by the classification and 

comparison with other standard classifiers.  

5.3.1 Computation of dataset properties  
The computation of dataset properties includes 

consistency measure computation, the calculation of 

significance of attributes and identification of the 
attribute-value pair class affinity of the dataset. The 

consistency measure for postoperative dataset 
calculated is 0.84. The attribute significance value 

𝜎(𝑎𝑖) for each attribute 𝑎𝑖 is computed. The AVCA 

list for the postoperative dataset is identified. The 
AVCA list specifies the class affinity identified by 

each attribute-value pair of the dataset and is shown in 

Figure 8. 

Lc
1 11

1   2    3

 

Ls
1 11

1   2    3

Lo
1 1

1   2 

Lb
1 11

1   2    3

Ss
1 1

1    3

Cs
1 31

1   2    3

Bs
1 11

1   2    3

Cf
1 13

1   2    3    4

1

 

Figure 8. AVCA List for the postoperative dataset 

The attributes are arranged in the order of most 

significant to least significant and tabulated in Table 7. 
 

Table 7. Significance of attributes values in postoperative 
dataset 

𝑎𝑖  Ls Bs Cf Ss Lb Lo, 

Cs 

Lc 

𝜎(𝑎𝑖) 0.25 0.21 0.18 0.17 0.10 0.07 0.04 

 

These values of attribute significance of condition 
attributes are utilized in the WASRA algorithm. The 

number of rules generated by LEM2 algorithm and the 

subset of rules used by WASRA algorithm for each 
run of the postoperative dataset is given in Table 8. 

 

Table 8. Number of rules generated by LEM2 and subset rules 
chosen in WASRA for the postoperative dataset 

Algorithms Run 

1 

Run 

2 

Run 

3 

Run 

4 

Run 

5 

Av erage 

(rounded) 

LEM2 25 23 24 21 23 23 

WASRA 19 19 18 15 16 17 
 

73.91% of the LEM2 rules are used by the 
WASRA algorithm for classification. Further, the 

implementation of the classification system is 
performed.  

5.3.2 Implementation of the WASRA 
classification system 

In this section, the implementation of the proposed 
classification system is presented. Initially, this is 

carried only on the examples misclassified by LEM2. 
Subsequently, it is implemented on the entire test 

dataset of all the datasets. The number of rules 
generated by LEM2 algorithm used by all the datasets 

and subset of rules extracted for the implementation is 
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given in Table 9. 
Table 9. Number of rules generated by LEM2 and subset of rules extracted for WASRA system for all datasets 

Runs Postoperativ e Mammography  SPECT Heart Contraceptiv e Soil 

 LEM2 WASRA LEM2 WASRA LEM2 WASRA LEM2 WASRA LEM2 WASRA 

1. 25 19 102 71 32 31 483 267 60 41 

2. 23 19 97 67 30 27 469 258 71 46 

3. 24 18 102 68 32 27 481 264 64 44 

4. 21 15 102 69 32 25 474 262 66 47 

5. 23 16 101 70 31 25 485 273 56 36 

Av erage 

(rounded) 
23 17 101 69 31 27 478 265 63 43 

 
The percentage of the number of rules used by 

WASRA is 73.91%, 68.31%, 87.10%, 55.43%, and 

68.25%, respectively for each dataset. The comparison 
of the number of rules considered in LEM2 and 

WASRA algorithms for all datasets is shown in Figure 
9. 

 

Figure 9. The number of rules considered in LEM2 and WASRA 
algorithms for all datasets. 

As an illustration, the intermediate results obtained 
by the algorithm are given and explained for the 

postoperative dataset. 

5.3.2.1  Implementation on misclassified examples 
The implementation is carried out on the 

misclassified examples of all the datasets. For 
illustration postoperative dataset is considered.  

For each concept and for each run, the concept 

weight matrix of the eight condition attributes is 
computed from the rules extracted from the LEM2 

algorithm. The concept weight matrix for run 4 of the 

condition attributes of the postoperative dataset is 

shown in Table 10. 

 
Table 10. Concept weight matrix generated for run 4 of the 

postoperative dataset 

Attribute name Concept 1 Concept 3 

Lc 0.31 0.38 

Ls 0.54 0.62 
Lo 0.23 0.25 

Lb 0.38 0.25 
Ss 0.38 0.50 

Cs 0.00 0.00 
Bs 0.54 0.62 

Cf 0.46 0.50 

 

For each run, a decider matrix is formed with 
misclassified examples as rows and rule subset as 

columns. Table 11 shows a sample decider matrix for 

run 4 with misclassified examples having the 
following indices; 10, 76, 79, 15, 22, 2, 9 and the 

subset of the rules chosen for run 4 has the following 
rule numbers; 1, 8, 2, 4, 5, 10, 3, 9, 7, 6, 11, 12, 15, 

16, 19. The class label chosen based on each rule for 
each misclassified example is stored in the decider 

matrix. The class label used for the example is the one 
that is found by the majority of the rules. The rules in 

the decider matrix are arranged in the decreasing order 

of Laplace accuracy that is used for breaking the ties . 
The number of examples that are misclassified by 

LEM2, which are correctly classified by WASRA, for 
every run of the postoperative dataset is shown in 

Table 12. 
The misclassified examples by LEM2 that are 

correctly classified by WASRA algorithms for all the 

datasets are given in Table 13. 

 
Table 11. Decider matrix for run 4 of postoperative dataset 

E \ R 1 8 2 4 5 10 3 9 7 6 11 12 15 16 19 

10 1 1 1 1 1 1 1 1 1 NA 1 NA NA 1 NA 

76 1 1 1 1 1 1 1 1 1 1 NA NA 3 NA 3 

79 1 1 1 1 1 1 1 1 1 1 NA NA 3 1 3 

15 1 1 1 1 1 1 NA 1 1 NA NA NA 3 3 3 

22 1 1 1 1 1 1 NA 1 NA 1 NA NA 1 1 NA 

2 1 1 1 1 1 1 1 1 1 1 1 NA 3 1 3 

9 1 1 1 NA 1 1 1 NA 1 1 1 NA 3 1 3 
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Table 12. Misclassified examples by LEM2 and correctly 
classified by WASRA for the postoperative dataset 

Algorithms Run 

1 

Run 

2 

Run 

3 

Run 

4 

Run 

5 

LEM2 4 7 8 7 6 

WASRA 2 2 2 0 1 

 
Table 13. Misclassified examples by LEM2 that are correctly 
classified by WASRA for every run of all datasets 

Runs Mammography  SPECT 

Heart 

Contraceptiv e Soil 

 A  B     A   B A   B    A B 

1. 45 23 11 5 160 54 30 16 

2. 53 30 13 6 173 62 28 10 

3. 50 31 13 1 161 41 24 15 

4. 54 25 13 4 159 61 23 11 

5. 47 28 10 1 156 44 27 10 

A: Misclassified by  LEM2; B: Correctly  classified by  WASRA 

 

The percentage of misclassified examples of LEM2 
that are correctly classified by WASRA algorithm is 

tabulated in Table 14. 
From Table 14 it is seen that WASRA behaves 

better even for the highly inconsistent dataset, which 
is revealed by the mammography dataset. The results 

indicate that the proposed algorithm performs better 

than LEM2 algorithm. This enabled to proceed further 
in implementing the proposed algorithm on the entire 

test dataset. 
 

Table 14. Percentage of misclassified examples of LEM2 that 
are correctly classified by WASRA algorithm for all datasets 

S. No Dataset 

names 

Consistency  

measure (%) 

Percentage of 

misclassified 

ex amples of 

LEM2 that are 

correctly  

classified by  

WASRA 

algorithm (%) 

1. Postoperativ e 83.7 21.87 

2. Mammography 53.3 55.02 

3. SPECT Heart 81.6 25 

4. Contraceptiv e 73.99 32.38 

5. Soil 64.3 46.96 

5.3.2.2 Implementation on the entire test dataset 
WASRA algorithm is experimented on the test 

dataset of all datasets. The average prediction 
accuracy of all dataset with stratified selection on the 

test dataset for five-fold validation with LEM2 and 

WASRA is tabulated in Table 15. 
The results show WASRA has obtained 4.92%, 

13.13%, 1.11%, 2.79% and 5.71% improvement than 
LEM2 for the postoperative dataset, mammography 

dataset, SPECT heart, Contraceptive dataset, and soil 
dataset, respectively. The comparison of the average 

prediction accuracy of LEM2 and WASRA algorithms 

for all datasets is presented in Figure 10.  
 

Table 15.  Prediction accuracy for all datasets with LEM2 and WASRA algorithms  

Runs Postoperativ e (%)   Mammography  (%) SPECT Heart (%) Contraceptiv e (%) Soil (%) 

 LEM2 WASRA LEM2 WASRA LEM2 WASRA LEM2 WASRA LEM2 WASRA 

1. 75 87.50 72.72 80 79.62 79.62 45.57 51.70 56.52 65.21 

2. 61.11 55.56 68.26 82.03 75.92 81.48 41.15 45.91 60.56 69.01 

3. 52.94 64.70 69.69 84.84 75.47 77.35 45.42 42.71 65.71 75.71 

4. 61.11 61.11 67.66 81.43 75.47 77.35 46.10 42.71 67.14 68.57 

5. 64.70 70.58 71.68 87.34 81.13 77.35 47.11 51.52 61.42 61.42 

Av erage 62.97 67.89 70 83.13 77.52 78.63 45.07 47.45 62.27 67.98 
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Figure 10.  Prediction accuracy for all datasets with LEM2 and WASRA algorithms 

From Figure 10, it is seen that the postoperative 
dataset with the positive region of 83.7% shows 

4.92% improvement in the average prediction 

accuracy of the proposed algorithm that uses only 
73.91% of the rules of LEM2. The mammography 

dataset with the positive region of 53.3% shows a 
13.13% improvement in the average prediction 

accuracy of the proposed algorithm that uses only 
68.31% of the rules of LEM2. The SPECT heart 

dataset with the positive region of 81.6% uses 68.25% 
of the rules of LEM2 in the WASRA algorithm shows 

1.11% improvement in the average prediction 

accuracy. 
The proposed algorithm uses 55.43% of the LEM2 

rules of the contraceptive dataset with the positive 
region of 73.9% and shows 2.79% improvement in the 

average prediction accuracy. The WASRA algorithm 
average prediction accuracy of soil dataset with 

positive region 64.3% shows 5.71% improvement for 

68.25% of rule subset of LEM2. 
It is seen from Figure 10 that the mammography 

dataset displays higher improvement in the prediction 
accuracy with a positive region 53.3% and its class 

distribution ratio 5: 5, whereas, SPECT heart dataset 
displays more or less the same prediction accuracy as 

that of LEM2 with the class distribution ratio of 2: 8 

and positive region 81.6%. Thus, it is seen that if the 
class distribution is good in a dataset, even if its 

positive region is not very high, WASRA shows 
higher improvement in the prediction accuracy, 

compared to LEM2. 

5.3.3 Comparative analysis with standard 

classifiers 
The proposed classifier is compared to other 

standard classifiers. Classifiers considered for 

comparison are PRISM and ID3 since these classifiers 

use a minimal set of rules for classification. Tab. 16 
tabulates the comparison of classifiers LEM2, PRISM 

and ID3 with the proposed classifier, WASRA. 
 

Table 16. Comparison of prediction accuracy of WASRA with 
LEM2, PRISM, and ID3 for all datasets 

Dataset\ Classifier LEM2 

(%) 

PRISM (%) ID3 (%) WASRA (%) 

Postoperativ e 62.97 58.14 53.48 67.89 

Mammography  70.00 66.86 74.45 83.13 

SPECT Heart 77.52 73.41 75.28 78.65 

Contraceptiv e 45.07 40.39 41.68 47.86 

Soil 62.27 61.42 64.57 67.98 

 

A graphical representation of the results in Table 
16 is presented in Figure 11. 

From the above experimental results and 

comparative analysis, it is seen that the proposed 
classifier WASRA is well suited for the prediction of 

uncertain datasets. For the mammography dataset with 
a positive region 53.3%, WASRA shows an 

improvement of 13.13%, 16.27%, and 8.68% over 
LEM2, PRISM, and ID3, respectively. 

6 CONCLUSION 
A new classification algorithm, WASRA is 

developed for uncertain datasets using rough set 
concepts. By considering and approximating a subset 

of rules generated by a rule induction algorithm, 
WASRA is able to exhibit improvement in prediction 

accuracy. The rule approximation algorithm uses 
weights of attributes, which are assigned based on 

their presences in the rules associated with each 

concept. These weights are used for approximating the 
rules which are used for classification. The classifier 

thus designed is tested on benchmark datasets of the 
UCI repository and its performance is comparable to 

those of the standard classifiers of the literature. The 
proposed algorithm is also tested on a real dataset. The 

results show WASRA has obtained 4.92%, 13.13%, 

1.11%, 2.79% and 5.71% improvement than LEM2 
for the postoperative dataset, mammography dataset, 

SPECT heart, contraceptive dataset, and soil dataset, 
respectively. 
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Figure 11.  Comparison of WASRA with other classifiers for all datasets 
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