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1 INTRODUCTION 
A humanoid robot is a kind of intelligent robot that 

has the same shape as the human head, limbs, and 

trunk and can act and communicate like a human. The 

research of the humanoid robot (Yi et al., 2017) 
cannot exist without artificial intelligence (Matsuda, 

2016), (Adawiah & Rahman, 2015) which is a branch 
of computer science. Research includes speech 

recognition (Chen, 2018), (Aldana-Murillo et al., 
2018), (Chou & Nakajima, 2016), (Becerra, 2014), 

(Kim & Stern, 2016), image recognition, robot natural 

language processing, and so on. In the twenty-first 
century, with the increasing maturity and development 

of the artificial intelligence technology, which got a 
big breakthrough from deep learning seven years ago, 

we can take the deep learning as a super Excel form, 

put in a lot of data, and make a prediction, judgment, 
or classification. Speech is the most convenient 

interaction between human and machine (Sugiura & 
Zettsu, 2016), (Attawibulkul et al., 2017), (Zaman et 

al., 2017), (Ishi et al., 2014), and speech recognition 

contains great research value (Moubayed et al., 2013), 
(Cabibihan et al., 20113), (Meng et al., 2014), (Kumar 

et al., 2017). 
At present, the simplest and most convenient way 

to exchange information is by way of voice for 
humans, but the voice application of intelligent robots 

is still relatively small. Through adding the speech 

recognition interface in the robot system (Miura et al., 
2015), (Thoshith et al., 2018), (Achmad et al., 2016), 

(Miyanaga et al., 2013), (Moubayed et al., 2014), 
replacing the keyboard input with voice 

communication, then by the network interface, the 
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robot can be connected to the cloud to achieve 

human–computer interaction; therefore, the robot can 
not only understand a language but also give an 

answer. In recent years, the development of speech 
recognition technology has been very active. There 

also is a built-in voice recognition system in NAO 
robots (http://doc.aldebaran.com/2-

1/family/robots/dimensions_robot.html), and by 

connecting to the cloud, the robot can achieve true 
intelligence. Any interaction between robots can be 

achieved by voice, and the development of the speech 
recognition technology promotes the development of 

artificial intelligence. In the meantime, the 
development of the intelligent robot also pushes a 

rapid development of speech recognition technology. 
With the rapid development of science and 

technology and more and more usage of this 

technology in industry, education, business, medical, 
military, and other robotics fields, the speech 

recognition technology as one of the key research 
contents will have a greater impact. In addition, 

scientists not only do research on voice recognition 
but also on the more popular NAO robots—humanoid 

robots (https: // community Aldebaran. com) —that 

can add, subtract, multiply, divide, sing, act, and 
communicate on a given topic. The speech recognition 

technology, as a technology that translates the voice 
signal into a corresponding text or command, is also 

called automatic speech recognition. The three aspects 
of speech recognition technology mainly include: 

feature extraction, pattern matching, model training. 

The speech recognition tasks can be divided into three 
types in accordance with the different identifying 

objects: isolated word recognition, keywords  
recognition, continuous speech recognition. The 

speech recognition includes two stages, which are 
training and recognition. First, the recorded speech 

should be carried out via preprocessing and feature 
extraction, and second, be trained and recognized 

(Chou & Nakajima, 2016), (Becerra, 2014). Training 

refers to the work of various voice training, and 
extraction refers to the extraction of a characteristic 

parameter. Establishing a voice training library 
(Moubayed et al., 2014) is building a reference model 

through features, and outputting the characteristics of 
the reference model and the speech vector parameters 

to compare their similarity, then the output with the 

highest recognition is used as the recognition result, 
and the goal of speech recognition is finally realized. 

The NAO robots understand Human action and 
speeches by using visual and voice detection and 

recognition. Our research’s major differences with the 
above researches are on the robot self and robot-robot 

recognizing each other speeches. The results can also 

apply for the medical therapy on human attention 
training. 

To be more refined, in this research, we aims to 
achieve the effect where: Two robots’ daily dialogue 

and communication, arithmetic function (addition, 

subtraction, multiplication, and division), singing, 

making movement, and rhetorical-pattern dialogues In 
this paper, the process by which we convert the 

collected audio into text is called speech recognition. 
This process includes the collection of speech signals, 

the preprocessing of speech signals and the feature 
extraction of speech signals, and then the extraction of 

the features as our training template into the 

implementation of a set of voice library for matching 
comparison. Comparing similarity, if the similarity is 

higher, then it can be identified and output the 
comparison results. The similarity low will not be 

unrecognized. 
This paper is organized as follows: for the first 

section, the basic math operation which is shown in II. 
Methods. In the experiment of robot speech 

identification and communication, we tries to achieve 

the voice mainly by filtering the noise with the 
following various algorithms to get the recognized 

voice strings to realize the feather representation 
accordingly. 

For the second section, in the experiment of robot 
speech identification and communication, we realized 

the judgment on voice through searching the optimal 

algorithms in the methods library to realize 
identification and communication through two robots 

voice interaction. The logic detection experiment then 
uses the arithmetic function to complete the deduction 

between the different digital values. Finally, we made 
some conclusions and analysis. 

2 METHODS 
THERE are the three main steps of speech 

recognition: (1) the signal acquisition, processing, and 
feature extraction; (2) the model training and 

matching; and (3) the correction and evaluation 
through the existing knowledge. The relative formulas 

of speech recognition process which will form as the 
existing speech recognition Application Program 

Interface (API) in this research are shown in the 

following statement: 

2.1 Hidden Markov Model 
The Hidden Markov Model is called HMM for 

short, the application and promotion of which is the 

most important achievement in the field of speech 
recognition since the 1980s. HMM uses the 

connotative state to deal with the various acoustic 

pronunciation units. At the same time, it also 
introduces some probabilistic model statistics and 

utilizes the probability density to calculate voice 
parameters and determine the output probability by 

searching for the best status switch instead of using 
the dynamic time alignment method. HMM takes the 

examined maximum probability as a benchmark to 

look for the experimental results. 
HMM is a statistical model with n states, S1, S2..., 

Sn output symbol sequence, changes from one state 
into another state by one cycle, and a corresponding 
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symbol output by it with another state, which is 

determined by the transition probability. We can 
determine its transfer status only by observing the 

output symbols, but not directly observe its transfer 
status, so the Markov model is hidden. 

1). Forward—Backward algorithm 
Forward algorithm 

Define the forward variable as: 

 1 21( ) P( , , ; ),1 ti |t t ia o o o q s T   
 (1) 

The process of the forward algorithm is as follows: 
Initialization: 
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Backward algorithm 
Define the backward variable as: 
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The algorithm process is: 

Initialize:  
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Probability can also be calculated before and after 
variables 
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2). Viterbi algorithm 

The calculation procedure for solving the best 

condition is as follows: 

Initialize:  1( ) (o ),1i i ii b i N   
 (11) 
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Path backtracking (determination of optimal state 
chain): 

 

* *
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3). Baum–Welch algorithm 

First defines two variables, define: 
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For the given model λ and the observation 

sequence O. rt (i) is a probability measure that is 
bound to be satisfied 
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Redefine 
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The probabilities of being in the state Sj at time t 
+1 with forward and backward variables have: 
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According to the above definition, the following 

relationship can be seen: 

 1

( ) ( , )
N
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  (21) 

For left-to-right HMM, the Viterbi algorithm not 

only gets the score of the test tone, but also divides the 

class. Finally, the Viterbi algorithm can divide and 
rank the test tone in accordance with the left-to-right 

results. 
The following is a left-to-right continuous HMM 

training process of the N state and M substate: 
1. Selecting the initial parameter of the model. 
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2. The signature sequence of the Viterbi algorithm 

includes each training sound of the model. According 
to the classification of chronological order, the 

characteristic parameter of the conclusion is generated 
from the HMM, through the Viterbi algorithm the 

optimal solution can be obtained, and then the 
characteristic parameter can be assigned to the 

corresponding state. After that, the segmentation of 

the HMM phonetic feature sequence can be 
completed. 

3. The characteristic vector belongs to each state Sj 
can be divided into the M class, thus the Gauss 

distribution center μijm and variance ∑ijm of each state 
Sj can be achieved; the new HMM parameters can be 

figured out in accordance with Baum–Welch 
algorithm, and steps (2) (3) cannot stop until 

convergence of the HMM parameters. 

2.2 Mel-Scale Frequency Cepstral Coefficient 
In speech recognition and speaker recognition, the 

most commonly used speech feature is the Mel-scale 
frequency cepstral coefficient (MFCC). The reason 

this parameter can be suitable for the speech 
recognition is because it takes into account that human 

ears have different feelings of different frequencies. 

The following is a brief introduction for the process of 
solving the MFCC. 

1). Pre-emphasis 
The speech signal will pass through a high-

frequency filter. 

 
  1 * 1H z a z  

  (22) 

Among the coefficients, a is between 0.9 and 1. If 

the focused signal can be expressed S2 (n) with a 
time-domain working equation, it will be: 

 
     2     * 1s n s n a s n  

  (23) 

This is the compensation of the high-frequency part 

of depression to achieve the vocal signal, which can 

be used to eliminate the effects of vocal cords and lips. 
It can also be the resonance peak that highlights the 

high-frequency part. 
2). Frame blocking 

We determine an observation unit to collect N 
sampling points, which is called “frame.” Usually the 

N value is 256 or 512. To avoid the sudden and large 

change between them, we set the overlap area between 
two adjacent frames, in which there are M sampling 

points. Generally speaking, their value is 1/3 or half of 
that of N. The sampling frequency used for the speech 

recognition is generally 8,000 Hz or 16,000 Hz. 
3). Hamming window 

To increase the right-and-left continuity of the 

frame, each frame can be multiplied by a Hamming 
window. Assuming that the frame signal is S (n), N = 

0..., N−1. Then, multiply the Hamming window: 

      '   *S n S n W n
 (24) 

The W (n) form as follows: 

      ,    1     2 / 1 0 1W n a a a cos pn N n N    ，≦ ≦

   (25) 

The different a values will get different Hamming 

windows. Usually we take a = 0.46. 
4). Fast Fourier transform  

Because it is difficult to see the characteristics of 
change of signal in the time domain, we usually 

convert it into the energy of the frequency domain to 

observe. Thus, after the windowing processing, which 
must be carried out, the Fourier transform strengthens 

the right-and-left and continuous windowing. Due to 
the Fourier transform and the observation of different 

energy distributions, the different phonetic 
characteristics can be observed. If there is no periodic 

signal, two Fourier transforms will produce some non-
existent energy to conform to the right-and-left 

continuity, which results in the mistakes in our 

observation. Of course, if we can make the signal in 
frame contain the integer multiples of a basic cycle 

when taking frames, then the left and right terminal of 
the frame will be continuous, and we don’t need the 

Hamming window. But in fact, our basic cycle usually 
does not realize the integer multiple, so we still need 

to achieve continuity by windowing and have a high 

reliability in the observed results. 
5). Triangular band-pass filters  

The relationship between the Mel frequency and 
the general frequency is: 

 
   2595* 10 1 / 700mel f log f 

  (26) 

or 

 
   1125* 1 / 700  mel f ln f 

  (27) 

The Mel frequency is the feeling of ordinary 
human ears to frequency. Equations (26) and (27) are 

designed as the voice range which robot can 
recognize. In the low-frequency part, the feeling is 

more sensitive; in the high-frequency part, the feeling 
is rougher. 

The functions of the triangular band-pass filter are 

the following:  

 Smooth the spectrum 

 Reduce the data volume 
6). Discrete cosine transform (or DCT)  

Take the above logarithmic energy, Ek , in the 
formula to figure out the L rank MFCC. The DCT 

formulation is: 

 1 * 0.5 * / * ,  1,2,  ...,  Cm Sk Ncos m k p N Ek m L    

   (28) 

Ek  is the inner product value calculated by the 

former step; the number of triangle filters is N. The 
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reason for taking the DCT conversion is because we 

want to return the similar time domain, which is also 
called the frequency domain, actually, cepstrum. Also 

because Mel-frequency is used to convert to the Mel 
frequency, we call it Mel-scale cepstrum. 

7). Logical energy  
An important feature of voice is the volume of a 

frame (i.e., energy). And it is very easily calculated. 

8). Difference cepstrum 
In the practical application of MFCC in the speech 

recognition, we usually take the measure of adding 
delta cepstrum to show the change of delta cepstrum 

in terms of time. For the time slope, delta cepstrum 
represents the dynamic change in time. The 

formulation is as follows: 

 Cm(t)=[St=-MMCm(t+t)/t] /[St=-MMt2] (29) 

Here, the value of M is usually 2 or 3. 

2.3 Feature Template Training Method 
Through the feature template matching for voice 

recognition, we need to go through a large number of 
users to read aloud to training, and then generate a 

template library. The more times the same vocabulary 
is trained, the richer the feature template is and the 

better the recognition effect. Currently, there are three 

more training methods:  
1). Accidental training method 

This is a speech recognition system suitable for a 
specific person or a relatively small number of 

vocabularies. We can read the vocabulary many times 
and then generate a feature template based on the 

results of each reading. And then through the Dynamic 

Time Warping (DTW) algorithm you can determine 
the degree of distortion with each template and finally 

get the smallest distortion of the template, so as to 
identify it. This method is relatively simple, but the 

voice feature parameters are very large. The training 
time may produce errors, so this method also has a 

great limitation. 

2). Robust training method 
This training method takes into account the 

consistency of training. It is mainly a number of 
training for each word, and then hangs the best 

training sequence. Finally, the DTW algorithm is used 
to obtain a better performance template. 

2). Non-specific identification—clustering method 
When we want to get a higher recognition rate for 

non-specific people to identify, we need to conduct 

multiple sets of training and talk about training data 
classification. 

3 EXPERIMENTS 
IN this research, Two Nao robots were used to 

realize the smart communication between them. The 

humanoid robot NAO [5-6], designed and developed 

by Aldebaran Robotics company, has the open source 
framework and is very suitable for research and 

education. Nowadays, the NAO robot has been 

applied in more than 500 universities in the world, and 
there are many universities in China that purchased 

NAO robots for studying and developing. The NAO 
robot is also applied at some technology companies 

because it is the world’s most intelligent open source 
robot. The robot is very suitable for a variety of 

applications on the market, because it has a good and 

broad interface. The company also provides a 
comprehensive programming environment, and the 

robot can be programmed through Python and C++. 
The company has also launched the visual 

programming software Choregraphe, which is simple 
and intuitive and suitable for most people. For people 

who have basic phonetics, a good open-source 
framework can be developed further.  

NAO robots use not only wired networks but also 

wireless networks. In addition, robots can 
communicate with each other through infrared, 

wireless networks, microphones, and so on. 

3.1 General Characteristics and Configuration 

of NAO Robots 
The NAO robot’s weight is 4.3 KG, height is 57.3 

cm, and weight is 27.3 cm. The NAO robot is made by 
high-tech special plastic, and there is a built-in 21.6 V 

battery, which can be used for about 1.5 hours with 
full electricity. Most of the time, the NAO robot can 

be used when in charge, and there are many sensors, 

such as an ultrasonic sensor, gravity sensor, and light 
sensor, and multimedia, such as a microphone and 

camera, installed in its body. 
The system used by the NAO robot is the Gentoo 

Linux operating system. All operations of the NAO 
robot can be programmed with naoqi architecture. The 

interaction management of a system user can deliver 

information through a Choregraphe, Monitor, Motion 
Module, or Audio module. Implementing naoqi 

delivers information and command with Broker. 
There is an embedded system in the head of an 

NAO robot that can control the robot. And there is a 
microcontroller in its chest to control the power source 

and the engine. The embedded system in its head uses 

the embedded Linux (32 bits x 86 ELF), and its H/W 
is composed of x86 AMD GEODE 500MHz CPU, 

256MB SDRAM, and flash. The NAO robot also 
supports the network connections of ethernet (cable) 

and Wi-Fi (wireless, IEEE 802.11g). 

3.2 Audio System 
The NAO robot microphone configuration is 

shown in Figure 1. There are usually four 
microphones in the NAO robot, including one in 

forehead, one in the occiput, and two in both sides of 
ears. Through the speaker it can play music and read 

out the written text. The microphone can capture audio 
and carry out the positioning of the sound source. 
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Figure 1. Nao structure system figure. 

Through the description of the audio structure 

system of the NAO robot, the WAV file is captured 
through the four channels in the front, left, and right. 

If the files of the four audio tracks are handled, it will 
greatly increase the processing workload and consume 

a longer time. In fact, there is always one closest 
sound source in the four audio files recorded by the 

four microphones of the NAO robot. The best 

selection of this track channel is significant for 
subsequent identification. 

3.3 Choregraphe Software 
Choregraphe software is specially developed by 

Aldebaran Robotics company for the NAO robot and 
Pepper robot development as shown in Figure 2. In the 

Choregraphe software, we can write a python 

program; connect NAO real robot and virtual robot. 

 

Figure 2. Choregraphe main interface. 

It needs to note when using Choregraphe for NAO 
programming: 

1. To prevent the motor from overheating, we 

should unload the motor stiffness when the robot 
is idle. 

2. Punctuation must be in English. 
3. Develop a habit of keeping the programs at any 

time. 
4. If the installed programs are showed in the 

lower right corner of the software, we can delete 

or import operation in the graphical interface. 

5. When the Choregraphe software is inputting a 

program to the robot, its version must be the same 
with naoqi. 

3.4 The Control and implementation of Speech 
Recognition in the NAO Robot 

On the basis of the research of the speech 
recognition system of network transmission, the 

existing speech recognition API has been used. 
Through the Secure File Transfer Protocol (SFTP) 

protocol model, the collected voice signal by the robot 
can be transmitted to the server to recognize and 

process, then feedback to the robot, which can be 

played by the robot microphone to realize voice 
communication. 

The establishment and configuration procedures for 
calling recognition of voice recognition, the NAO 

microphone to record the sound and the function for 
the signal processing are shown in the following 

pseudo code implementation. 

If head touched: 

  Start listen 
Get Record From Nao (IP, PORT): 

Upload record file to server 
A series of functions that directs NAO to act 

If voice recognized: 

  Searching the optimal algorithms in the 
methods library 

Analysis the result and find the best answer in 
the corpus 

From text to speech, voice synthesis 
  Speak the answer 

It will need to deal with the corresponding voice 
signal function in the compiled program as shown in 

the following command. For example, to identify the 
results of an addition: 

If result [i] == u ‘plus’: 
Num1 = cn2dig (result [0: i]) 

Num2 = cn2dig (result [i + 1:]) 

Result = num1 + num2 
Print “%  s +% s =% s”% (num1, num2, result) 
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3.5 Experimental Results and Analysis 
1. In the interaction of double-humanoid robots, the 

communicated content can be imported into the Red 
robot, then the program that was debugged in advance 

can be written into the Blue robot to complete the 

dialogue. The contents of the program includes the 
voice signal collected by the robot, which can be 

delivered to the server to recognize and process by 
SFTP, then the result can be fed back to the robot and 

played by the microphone as shown in Figure 3. 
2. The dialogue of the calculation of add, subtract, 

multiply, and divide is also similar with the above. 
The calculated content can be imported in the Red 

robot, then the program that was debugged in advance 

can be written into the Blue robot to complete the 
dialogue. The character s tring of the program is 

processed by the Baidu voice and API speech 
recognition, then the result can be fed back to the 

robot and played by the microphone as shown in 
Figure 4. 

3. The interaction of body movements, the 

movement made by Red, can be written into the Blue 
robot and set on a delay program. Then a code that 

was used to implement the movement can be written 
into the Red robot, which can make the corresponding 

movements when it hears the voice signal form Blue 
as shown in Figure 5. 

4. This is the interaction of instructing the other to 

sing and giving evaluation. This experiment can be 
achieved through the visual program of the instruction 

box in Choregraphe software as shown in Figure 6. 
5. The interaction of rhetorical form is also by the 

SFTP protocol model. The voice signal collected by 
the robot can be delivered to the server through Baidu 

speech to recognize and process. Then semantic 

identification can be carried out in the Turing machine 
and output to the robot, then played by microphone to 

achieve voice communication function as shown in 
Figure 7. 

This experiment mainly completed the control of 
the interaction and communication of the double-

humanoid robot voice. The naoqi and Choregraphe 
software that controlled the environment of the NAO 

robot were allocated in the computer. For the realized 

model, programming was implemented, and some 
Python header files were installed in the process of 

debugging code. In the recognition module, the Baidu 
speech recognition API was the main tool. After the 

register of Baidu speech recognition, App ID, API 
Key, and Secret Key can be obtained, which will be 

used in debugging. Through these open-source speech 

recognition platforms, the process of training 
templates and building a voice library by ourselves 

can be eliminated. Their recognition effect and the 

interface function with the Turing machine are very 

mature and, through understanding the semantics, can 
achieve real intelligence. 

We took the Choregraphe instruction box to 
complete some models, which can carry out the visual 

programming to an NAO robot. In the official 
document, we find some Python codes used to control 

the robot’s behavior, which can be placed in the 

command box and let the robot make the 
corresponding behavior through debugging and 

running. Finally, the code programming and visual 
software programming achieves five interactive 

models, including daily dialogue; question-and-answer 
mode; dialogue of add, subtract, multiply, and divide; 

rhetorical questions; and control and evaluation of the 
robot’s movements and singing. 

After preliminary statistics , a comparison chart of 

the five pattern recognition rates  was obtained as 
shown in Table 1. 

The speech recognition technology is a key part of 
researching the artificial intelligence robot, and the 

artificial intelligence plays a promoting role in the 
industrialization of the service robot. In the future, 

workshop production workers will be replaced by 

intelligent robots, and humans only need to manage 
and control the robots in the background, so the 

communication and interaction with robots is essential 
to achieve the production. While the interactive 

behavior with any robot should be achieved through 
voice, the development of speech recognition 

technology promotes the development of artificial 

intelligence. Meanwhile, the development of 
intelligent robots pushes the rapid development of 

speech recognition technology. If the service robot 
wants to be promoted, it must have the ability to 

replace humans and also have a high intelligence. The 
industrial service robot is still in development in 

accordance with the current application maturity and 
market space. The success rate was calculated by the 

success times divided by total experiment times. Each 

core function has its different parameters, the 
parameter value also affects the cognitive accuracy, 

and it can test multiple core functions to allow the 
better cognitive accuracy reaching the highest. The 

special point of the proposed work compared with the 
existing algorithm is quick response, time 

consumption is low and real time. To compare the 

performance of the NAO robot to other robots  based 
on this topic, it can find that the Nao robot is easy to 

realize the actual human visual communication. In the 
future, the research of voice interaction and 

communication of double-humanoid robots will have 
a profound impact on the application in production. 
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Figure 3. The Video 1 for daily dialogue. 

 

 

Figure 4. The Video 2 for calculation dialogue. 

 

 

Figure 5. The Video 3 for body movements. 
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Figure 6. The Video 4 for singing and giving evaluation. 

 

      

Figure 7. The Video 5 for rhetorical question. 

Table 1. A comparison chart of the five pattern recognitions 
rates 

Mode Recognition rate (% ) 

Daily dialogue 92 

Calculation dialogue 95 

Body movements 97 

Sing and giving 
evaluation 

100 

Rhetorical question 89 
 

4 CONCLUSIONS 
IN this research, for the realized model, the 

programming design is carried out, and the Baidu 
speech recognition API is also used. Through the open 

source speech recognition platform, the process of 

training templates and building a voice library by 
ourselves can be eliminated, and the semantics can be 

clarified by connecting with the Turing machine to 
achieve intelligent interactive communication. The 

Choregraphe software also can carry out the visual 

program of the robot’s behavior and action. The 

experimental results are relatively good, to achieve a 
certain degree of interactivity. In the official 

document, the relevant codes can be found and placed 
in the command box, and the robot can make the 

corresponding behavior through debugging and 
running. 

The development of speech recognition technology 

mainly lies in the improvement of algorithms. At 
present, the simplest and most convenient way to 

exchange information is via voice for humans. 
Through adding the speech recognition interface in the 

robot system, replacing the keyboard input with voice 
communication, then by the network interface, the 

robot can be connected to the cloud to achieve 

human–computer interaction; therefore, the robot not 
only can understand a language but also give an 

answer. This technology sounds very attractive, so the 
speech recognition technology is the key point of 

intelligent robots. We also hope to apply it to the 
medical therapy on human attention training in future. 
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