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1 INTRODUCTION  
SINCE object tracking plays an important role and 

has become a very popular problem in the field of 
computer vision, many tracking systems have been 
proposed and developed to solve the problem both in 
academia and industry (Hanxuan, 2011). Currently, as 
the market of mobile devices are expanding with the 
proliferation of high-powered mobile computing 
environments, the availability of high quality video 
and the increasing need for automated video analysis 
make a great interest in object tracking algorithms. 
The object tracking has widely application in many 
areas, such as motion-based recognition, automated 
surveillance, security, video indexing, traffic 
monitoring, automobile navigation, and gesture 
recognition of human computer interaction (Suraj, 
2016). Let’s consider an analysis of the video stream 
taken by built-in camera of mobile device depicting 
various objects moving into and out of the camera 
view. Given a bounding box defining an interest 
object in video frames, we need to determine a 
boundary of the object, and to indicate whether the 
object is in the frames or not. This process is done by 

three main steps; (1) video analysis, which detects 
movement of the interesting objects, (2) tracking the 
objects from frame to frame, and (3) analysis of the 
object tracking to recognize their behaviors (Alper, 
2006). In an object detecting from video sequences, 
the object is defined as anything interesting for 
analysis. For example, people walking on a road, cars 
in the road, animals in the field, and so on. The form 
of appearance object is classified into three types, as 
the locating the position by points, expressing the area 
by bounding boxes, and drawing the object contours 
(Xi, 2013). Selecting good feature plays a critical role 
in the object detecting and tracking, and feature 
selection is closely related to the object representation 
(Jianbo, 1994). Many approaches for object detection 
use a combination of the features, such as color, shape, 
geometry, and so on. In an object tracking, tracking is 
an estimation and analysis of trajectories of the object 
in the frame by moving through video sequences 
(Zdenek, 2012). Many approaches for tracking use one 
of main existing algorithm, as block-matching, KLT 
(Kanade-Lucas-Tomasi) algorithm (Jianbo, 1994), 
Kalman filter (Dorin, 2003), MeanShift (Diansheng, 
2009) or CamShift (Kenji, 2010).  
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This paper proposes an efficient real-time detection 
and tracking method of visual object using TLD 
(Tracking, Learning and Detecting) approach. The 
main contribution of this paper is a novel design of the 
TLD method that decomposes visual object tracking 
task into three sub-tasks, which are object detecting, 
tracking and learning. Each sub-task is addressed by a 
single module, and the modules are operated 
simultaneously. Detecting module finds and localizes 
all apparent objects that have been observed, and 
corrects the tracker if necessary. Tracking module 
follows the interest object from frame to frame. 
Learning module estimates a detecting error, and 
updates its value of credibility level. As under valid 
level which means that the tracking is failed on trace 
the learned object, detecting module finds again the 
desired object. Such as in the case of surveillance, 
moving object is usually detected and tracked in the 
static camera (Enrico, 2016). This means that the 
application has a limit of the location from the 
stationary camera. Since mobile devices are used in a 
variety of applications, this paper performs moving 
object tracking under moving camera. In this case, 
failure of object tracking may occur more frequently, 
because of covering the tracked object with another 
object and/or shaking of the moving camera. Thus, re-
detecting the desired object is important when the 
tracked object is missing. To efficiently detect again 
and trace the missing object, adaptive learning process 
is necessary to update the tracked object model to 
avoid any missing track. That is why learning module 
plays an important role in the proposed scheme. 

The rest of this paper is organized as follows. 
Section 2 provides a shot survey of some related 
works for object tracking. Section 3 concentrates on 
the proposed method, which utilizes a TLD scheme. 
Prototype system is implemented and experimental 
results for evaluating the proposed method are shown 
in Section 4. Finally, Section 5 presents our 
conclusion and future work.  

2 RELATED WORKS  
RECENTLY, many researches have been 

developed in the field of object tracking (Alper, 2006). 
Typically, visual tracking methods can be divided into 
two categories; generative approach and 
discriminative approach (Xiaoyu, 2016). Generative 
approach utilizes a model to describe the apparent 
characteristics, and minimizes the reconstruction error 
to search the desired object. On the contrary, 
discriminative approach supports a method to 
distinguish between object and the background. These 
algorithms are more robust, and currently become 
more popular in the field of visual tracking. 
Discriminative method is referred to as tracking-by-
detecting, and deep learning belongs to this category. 

In object recognition and tracking with video 
stream, one of the most important things is an accurate 
extraction of feature. The extracted feature 

descriptions are composed of feature descriptor and 
processing methods to extract and match between the 
query and the target. Good descriptor should have a 
robust ability to handle intensity, rotation, scale, and 
affine variations. This means that the features should 
be distinct, should be scale and rotation invariant, 
should not affect the viewpoint change, and should not 
take much time to extract. In object recognition, many 
researches and applications use SIFT (Scale Invariant 
Feature Transform) and SURF (Speeded-Up Robust 
Features) as algorithm for feature extraction (Yong, 
2015). SIFT aims to resolve the practical problems in 
low level feature extraction and their use in matching 
images. SIFT involves two stages: feature extraction 
and description (David Lowe, 2004). The description 
step concerns use of the low-level features in object 
matching. Low level feature extraction within SIFT 
approach selects salient features in a manner invariant 
to image scale, rotation and partial invariance to 
change by illumination. However, as increase an 
image size using in SIFT algorithm, it will be plenty to 
calculate the amount of data and this leads a 
computing time as increasing exponentially, because 
of its high dimension characteristics (Martin, 2010). 
Using SURF, features are located using an 
approximation to the determinant of Hessian matrix 
(Herbert, 2008). For detail, we represent a SURF 
approach in the following sub-section. Anyway, 
SURF has fast feature extraction and feature 
descriptor to reduce complexity of the operation in the 
process of feature extraction and matching, compared 
to SIFT method (Jin, 2010). It leads good results and 
high speed by decreasing processing time through 
more efficient extracting method of the feature and 
descriptors. 

Many tracking algorithms have been proposed in 
earlier researches. In tracking video sequence, an 
object is defined as anything which is interesting for 
analysis (Kaiqi, 2008). The aim of object tracking is to 
generate the trajectory of an object over time by 
locating its position in every frame of the input video. 
Object tracking approaches commonly use MeanShift 
and CamShift (Zhiyu, 2014). MeanShift is a kind of 
tracking algorithm based on external features, with 
which real-time tracking for non-rigid object (Ido, 
2010). This algorithm is an efficient approach to 
tracking objects whose appearance is defined by 
histograms. In the process, key points in n-
dimensional feature space as empirical probability 
density function, where dense regions in the feature 
space correspond to the local maxima or modes of the 
underlying distribution (Werner, 2010). CamShift is 
one of the most important algorithms for object 
tracking (Alexandre, 2004), which is an adaptation of 
the MeanShift approach in computer vision. A 
primary difference between CamShift and MeanShift 
algorithm is that MeanShift is based on static 
distributions, which are not updated unless the target 
experiences significant change in shape, while 
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CamShift uses continuously adaptive probability 
distributions. David proposed a low-cost extension to 
CamShift to resolve a problem that is not robust in 
complex backgrounds (David, 2010).  

Deep learning technique, included in 
discriminative approach, recently provides impressive 
performance in computer vision and video tracking by 
huge margin. As well as, most of all good algorithms 
in scene classification, object detection and image 
analysis are based on deep learning (Xiaoyu, 2016). 
One of the first successful methods in this family is 
based on convolutional neural networks (Linnan, 
2017). Jin presented deep neural network models to 
conduct long-term single object tracking with radial 
basis function classifier (Jonghoon, 2013). Ka 
proposed a visual object tracking using hierarchies of 
convolutional layers as non-linear of image pyramid 
and adaptive learn correlation filters on each 
convolutional layer (Chao, 2015). Bae proposed a 
robust online multiple object tracking method using 
confidence-based data association and discriminative 
deep appearance learning to handle track fragments 
and similar appearances of objects (Seung, 2018). Wu 
presented a simultaneous tracking, learning and 
parsing method, named AOGTracker, for unknown 
object tracking in video sequences with hierarchical 
and compositional And-Or graph representation 
(Tianfu, 2017). The main difference between deep 
learning approach and other approaches is that the 
feature representation is learned instead of being 
designed by the user (Jia, 2016), but with the 
drawback that many training samples is required for 
training the classifier. The key difference of this paper 
from other approach is that we provide a credibility 
level for the use of mobile environment. This method 
leads an advantage of reducing the amount of learning 
and increasing the adaptability in the mobile platform 

3 PROPOSED METHOD  
THIS section describes each component of the 

proposed scheme. In overview, the proposed method 
for visual object detecting and tracking has a simple 
cyclic architecture, which is based on set of inter-
connected independent three modules. Each one deals 
with specific type of input, which is elaborated to 
provide relevant information to the connected module. 
As shown in Figure 1, the proposed system is 
initialized by feeding input video. First, detecting 
module extracts and identifies a desired object, then 
sends the detecting information and object information 
to learning and tracking module, respectively. Then, 
tracking module tracks the interest object using feature 
points, and passes trajectory and information of the 
computed credit level to check whether the desired 
object is traced well or not. Learning module gets the 
detecting data and credit values from detecting module 
and tracking module, respectively. This module finds 
interest object again with validity information when 
the desired object is missed or failed in the tracking, 

then pass them to detecting module to track 
continuously. 

 

Figure 1. Diagram of the proposed cyclic architecture with 
interconnected three modules.  

Object detection and tracking are described in 
Section 3.1 and Section 3.2, and learning focused on 
robust tracking with evaluation of validity is discussed 
in Section 3.3. 

3.1 Object Detecting  
Object detecting is to find and to localize the 

interest objects in an input stream. In this paper, the 
definition of object has various meanings. This means 
a single instance or an all class of objects, which is 
interest in the video stream by user. Object detection 
method is generally based on the local features of 
input image (or one of the frames from input video) 
(David, 2004) or a sliding window (Paul, 2001). The 
sliding window-based method scans the input image 
by a window of various sizes and for each window 
decide whether the underlying patch contains the 
interest object or not. Since this approach evaluates in 
every frame causing high complexity of computation, 
this paper focuses on local image features, and 
feature-based approach is commonly followed by 
three steps; (1) feature extraction, (2) feature 
recognition, and (3) model fitting (Tawfiq, 2016). 

First, we utilize a learned database, constructed by 
feature point extraction and descriptor using SURF, to 
get information for the interested object and to detect 
its pose from input video sequences. Then, to rapidly 
retrieve and recognize the object information from the 
learned database for matching features of the current 
frame, we use a LSH (Locality Sensitive Hashing) 
algorithm. In the process of feature extraction, we use 
SURF algorithm to extract feature points and to detect 
and location the desired object with Fast-Hessian 
detector. Detection of the interested object is 
conceptually based on scale space theory. SURF uses 
an integral image as the determinant of Hessian (Li, 
2014), which is formed by the origin with Equation 
(1). 
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 IሺXሻ ൌ 	∑ ∑ ,ሺ݅ܫ ݆ሻ௝ஸ௬
௝ୀ଴

௜ஸ௫
௜ୀ଴  (1) 

The integral image is utilized in Hessian matrix 
approximation to reduce the computing time 
effectively. The Hessian matrix Hሺܺ,  ሻ in X at scale σߪ
is defined in Equation (2). 

 HሺX, σሻ ൌ 	 ቈ
,௫௫ሺܺܮ ሻߪ ,௫௬ሺܺܮ ሻߪ
,௫௬ሺܺܮ ሻߪ ,௬௬ሺܺܮ ሻߪ

቉ (2) 

where ܮ௫௫ሺܺ,  ሻ is a convolution of the second orderߪ

of Gaussian filter 
డమ

డ௫మ
݃ሺߪሻ with the image I at point X. 

݃ሺߪሻ is computed by Equation (3). 

 gሺσሻ ൌ 	
ଵ

ଶగఙమ
	݁

ష൫ೣమశ೤మ൯
మ഑మ 	 (3) 

Similarly, ܮ௫௬ሺܺ, ሻߪ  and ܮ௬௬ሺܺ, ሻߪ  is convolution 
of the filter for xy direction (diagonal) and y direction 
(vertical), respectively. To reduce the computing time, 
set of 9 ൈ 9 box filter is used for approximations for 
Gaussian second order derivatives with σ ൌ 1.2  and 
this value represent the lowest scale. We denote the 
Hessian determinant by ܦ௫௫, ܦ௫௬and ܦ௬௬. The weights 
applied to the rectangular regions are simply kept for 
computational efficiency by Equation (4).  

 Det൫ܪ௔௣௣௥௢௫൯ ൌ ௫௫ܦ	 ∙ ௬௬ܦ െ	൫0.9 ൈ ௫௬൯ܦ
ଶ
 (4) 

As scale space representation is implemented with 
image pyramid, scale space is a continuous function 
which is used to find the maximum values all possible 
scales (Christopher, 2009). Scale space in SURF is 
analyzed by up-scaling the filter size, instead of 
iteratively reducing the image size. Then it is divided 
into several octaves, which refer to a series of 
response results from convolving the same input 
image with the different sized filter that is increased. 
Thus, we divide the image into octaves. Each octave is 
sub-divided into constant number of scale level, and 
contains different scale image templates. We apply as 

image scale s ൌ 1.2 ൈ
ே

ଽ
, with box filter scale N ൈ N.  

After obtained the approximation of Hessian 
matrix determinant in each layer, then maximum in 
the neighborhoods is interpolated within the image 
space to localize the interest points over the scales of 
image. At this time, we get a set of the interest points 
that has minimum strength determined by threshold 
value, as well as maximum/minimum in the scale 
space. The responses are then partitioned into 4 ൈ 4 
sub-windows, and this provides the results in 16 sets 
of dx and dy values.  

For each sub-window to generate a set of entries of 
the feature vectors, we compute sum of values and 
magnitudes for both dx and dy with Equation (5).  

 V ൌ 	 ሾ	∑ ݔ݀ , ݕ݀∑ , ,|ݔ݀|∑  ሿ (5)	|ݕ݀|∑

where dx and dy are the horizontal and the vertical 
wavelet responses over each sub-window region, and 

|ݔ݀|  and |݀ݕ|  are sum of the polarity of the image 
intensity changes. 

Next step is to retrieve an object information for 
matching with the features of the current frame from 
the learned database. In the matching techniques, KD 
(k-Dimension) tree is commonly used for nearest 
neighbor query, which is a binary space partitioning 
that recursively segments the feature space in the 
dimension with highest variance (Minjie, 2010). KD 
tree is useful data structure for applications (Rina, 
2008). However, as growing the size of feature vectors, 
performance of KD tree is rapidly going down 
(Deepika, 2014). For fast matching of high 
dimensional features between the current frame and 
the database, we apply the locality sensitive hashing 
(LSH) to solve the problem of the performance in high 
dimensional nearest neighbor (Subhashree, 2016).  

Basic concept of the LSH is that if point p and 
point q are close to each other, then there is a high 
probability they collision, but two points p and q are 
far from each other, they have a smaller probability. 
LSH function is required to satisfy two necessary 
conditions as following. 

If dሺq, vሻ ൑ ݀1, then probability hሺqሻ ൌ hሺvሻ is at 
least p1 

If dሺq, vሻ ൐ ݀2, then probability hሺqሻ ൌ hሺvሻ is at 
most p2 
where dሺq, vሻ is a distance between q and v, h(q) and 
h(v) denote hashing value of q and v. If hashing 
function satisfies above conditions, a vector value 
ሺ݀1, ݀2, ,1݌  2ሻ is called as sensitive (Wei, 2015). As݌
one or more hash functions of value ሺ݀1, ݀2, ,1݌  2ሻ݌
are sensitive, we make one or more hash functions as 
LSH with the following steps. 

(1) Creation of LSH; 
(2) Querying model of LSH; 
(3) Determination of parameter K and L; 
According to the principal of LSH, the number of 

hash keys K and the number of hash tables L play an 
important role in the performance (Malcolm, 2008). 
To have a good performance of the LSH on matching 
query, we must carefully choose values of appropriate 
K and L, which ensures the following condition under 
a constant probability.  

 if	exist	ݒ∗ ∈ ,ݍሺܤ ,ଵሻݎ ሻ∗ݒ௝ሺ݃	݄݊݁ݐ ൌ ݃௝ሺݍሻ	 (6) 

Total number of collisions with q is less than 3L, as 
Equation (7).  

 ∑ ቚ൫ܲ െ ,ݍሺܤ ଶሻ൯ݎ ∩ ൬݃௝
ିଵ ቀ݃௝ሺݍሻቁ൰ቚ

௅
௝ୀଵ 	൑  (7) 	ܮ3

3.2 Object Tracking  
Object tracking module is to estimate and to trace a 

motion of the desired objects. Object tracker is 
typically under the assumption that the interest object 
is visible on all the computing sequences. Several type 
of representations for the object are used in the fields 
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of academic and industrial (Alper, 2006). For example, 
there are points-based (David Servy, 2004), primitive 
geometric shapes-based (Ruwen, 2007), silhouette-
based (Ajoy, 2014), articulated shape model-based, 
and skeletal model-based (Sumanth, 2007). This paper 
focuses on the object, represented by geometric shapes 
and their motion which are estimated between 
consecutive frames. Object tracking measures the 
poses of the desired object and its information using 
CamShift and optical flow. The pose of each object is 
evaluated and confirmed from base object information. 
The base object information is comprised with feature 
points, descriptor, window-included object, pose of 
the expected object, and its histogram, which are 
passed from the previous detecting module. In this 
step, the object is tracked by measuring of the feature 
points and its histogram, each method estimates the 
pose of the object and the expected window 
containing the object. We split the window into sub-
windows, and then we extract a differentiation of the 
object information.  

The tracked object from the sub-window within the 
current frame is estimated by measuring of the validity 
for learning of the base object information. To 
evaluate the validity of the object, we compare the 
information of the tracked object to the initial 
information, which is consisted of two fields; feature 
points and its histogram. In this work, we call the base 
object information as Level-1 information. 

To make a level-1 information of the tracked object 
to compare with the base object information, we firstly 
define sub-windows, and then analysis morphological 
definition of the object, and make labels of the object 
with feature points. These steps are formally listed as 
the following. 

(1) Defining sub-windows; 
(2) Defining morphology and analyzing the object; 
(3) Labelling feature points of the object; 
We split a camera view into sub-windows, based 

on CamShift and optical flow, by choosing the 
window area of the expected object and by comparing 
the histogram of the sub-window with the base object 
histogram. Each sub-window is divided into positive 
area and negative area, according to the highest ratio 
of its histogram. We update the tracked object 
information with the information of the positive sub-
windows that include matching key-points in the 
frame. Figure 2 shows sub-windows that contain the 
highest ratio of the object histogram. 

 
 
 

(a) (b)  (c)
Figure 2. Positive sub‐window is shown in green, which is 
more similar with the color of object in (a). Negative sub‐
window is presented with red. The object mask is created by 
positive sub‐window, as shown in (b), and its histogram of the 
adapted object is shown in (c).  

 	

଴൫݇ଵ݈ܾ݁ܽܮ ∋ ܺ௡ሺݔଵ, ଶݔ … , ௡ሻ൯ݔ
⋮

ܾ݁ܽܮ ௝݈ ቀ ௝݇ାଵ ∋ ௝ܺାଵ൫ݔଵ, ଶݔ … , ௝ାଵ൯ቁݔ
 (8) 

The higher number of matching feature points 
between base object of Level-0 and the tracked object, 
the higher the probability of matching pixels. Thus, 
higher score of the validity level can be obtained with 
higher matching count. As the result of the module, 
the morphological characteristics map of the tracked 
object is shown in Figure 3.  

 
Figure 3. Morphological characteristics map of the tracked 
object. Green shows the largest frequency of the object 
histogram, and red is extraneous to the object color.  

In this process, we need to consider a missing of 
the tracked object. When the tracking module loses the 
tracked object, we must re-detect an expected object 
by using the feature points and its descriptors with 
matching current frame to the trained feature vectors. 
From the input video stream, a change of the object 
poses (and/or occlusion of the view) can make the 
tracked object to miss from the tracking or to lose the 
object. Thus, we need to calculate a homography 
continuously to the object for successfully tracking.  

Given a homography matrix H as Equation (9), this 
paper defines a discrimination method with a 
threshold for determining whether the tracking is still 
going correct or not, by Equation (10). 



6 LEE ET AL 

 

 H ൌ 	 ൥
݄ଵଵ ݄ଵଶ ݄ଵଷ
݄ଶଵ ݄ଶଶ ݄ଶଷ
݄ଷଵ ݄ଷଶ 1

൩	 (9) 

 ∠A	&	∠ܥ	&	ܤ∠	&	ܦ∠ ൏ 180, D ൌ ሺhଵଵhଶଶ െ hଵଶhଶଵሻ			 (10) 

P ൌ 	ඥ݄ଷଵ
ଶ ൅ ݄ଷଶ

ଶ  , sx ൌ 	ඥ݄ଵଵ
ଶ ൅ ݄ଶଵ

ଶ  , 

 sy ൌ 	ඥ݄ଵଶ
ଶ ൅ ݄ଶଶ

ଶ  

3.3 Object Learning  
A learning method is employed in both detecting 

approach and tracking approach. Tracker use the 
learning module to adapt to changes of the object 
appearance, while detector use it to build better 
detecting model that covers various appearances of the 
object. Object detector is typically trained with 
assuming that all training data are labeled. It is too 
heavy to apply this assumption into our method, 
because we want to train an object detector on real-
time processing by a single value to calculate a 
validity of tracking from a video stream. This leads us 
to make a formulation of validity level with self-
learning method (Xiaojin, 2009). 

The validity evaluation for object learning is a key 
proposed algorithm in this paper, which estimates the 
extracted objection information, and determines a 
validity level with comparing between the extraction 
object and the most reliable object, which is evaluated 
to the validity of the object. To estimate the validity 
level of the tracked object, we need to consider the 
object information, which are consisted of the positive 
sub-windows, the matched distribution of labels, the 
morphological shape of the object, and the expected 
windows. Those elements are based on CamShift and 
optical flow. We calculate the validity level using 
Equation (11).  

௡ିଵ݈ܾ݁ܽܮ  ൌ 	 ൥

௡௨௠௕௘௥	௢௙	௅௔௕௘௟௦

்௢௧௔௟	௅௔௕௘௟௦
	ൈ 	

௡௨௠௕௘௥	௢௙	௙௥௔௠௘

்௢௧௔௟	ி௥௔௠௘௦
	ൈ 	

௠௔௧௖௛௜௡௚	௑೙
௑ೖ

,

൫0	 ൑ ௟௘௩௘௟ೖషభܾ݋ݎ൫ܲܪ	 ൌ ሺܥଵ⋯ܥ௞ሻ, ൯ 	൑ 	1൯	
൩	 (11) 

The validity of the tracked object is estimated, and 
each object is evaluated up to Level-5 based on the 
object which has the validity of Level-0. Thus, each 
object in the tracking is consisted of total 6 levels of 
validity. When the tracked object is missing to track 
down, detection module tries to detect the missing 
object again using the learned information of the 
object, and re-assigns the validity level using the 
object information within the current frame. The 
highest level of the validity by information of the re-
learned object is re-assigned to the base object 
information again. Re-detection module includes a 
recognition process of the object and a matching 
process of sub-windows to the feature points to 
provide new depth of the validity level. 

4 EXPERIMENTAL RESULTS  
WE give a performance comparison to existing 

methods and analyze whether our method is suitable 

for detecting and tracking of visual objects on mobile 
environments. The proposed system is implemented in 
iOS platform using Objective-C and C++ with Xcode, 
running MacOS Sierra (10.12.1), 4GHz Intel Core i7 
and 32GB DDR3 memory. In the implementation of 
the proposed method, we utilize three sample images, 
as shown in Figure 4, which are trained offline by 
training image data. Experiments are focused on 
modelling of target object with the trained object, and 
this is concentrated on how well does the proposed 
method detect a target object, and how robust does it 
an appearance changes, scale changes, and covered 
object. Figure 5 shows an example screenshot of the 
execution results, running on the change of rotation 
and scale in the interesting object. 

Figure 4. Sample training image set.  

 

 

Figure 5. Screenshot of the tracking object over the change of 
rotation and scale.  
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Table 1 represents the comparison results of the 
object detection and tracking over the input video 
stream. Source codes of the compared algorithm in 
this experiment are downloaded from author’s website 
(Cor, 2001) (Jianhong, 2011), and the results of the 
experiments for comparing the performance are 
computed by real-time running on mobile phone. To 
compare, we compute many successfully detected and 
tracked frames, which calculates a ratio of frames 
among the entire sequences that satisfies the following 
condition. The estimated tracking box where 
sufficiently overlapped with a ground truth bounding 
box is larger than 50%. The overlap precision how to 
compute here is defined as Equation (12) (Ines, 2006).  

 Overlap	Precision ൌ
	
#	௢௙	௙௥௔௠௘௦	௧௛௔௧	௦௔௧௜௦௙௜௘௦	௧௛௘	௖௢௡ௗ௜௧௜௢௡

#	௢௙	௧௢௧௔௟	௙௥௔௠௘௦
	ൈ 100	ሺ%ሻ (12) 

Table 1.  Comparisons of the detecting and tracking efficiency 
using computing the overlap precision in real‐time benchmark 
sequences. 

Methods Average overlap 
precision 

Features extraction 
time 

SURF+CamShift 84% 0.443 
MIL 86% 0.721 

Proposed method 89% 0.515 
 
As the experimental results in Table 1, the 

proposed approach reveals more efficiency both on the 
overlap precision and feature extraction time, 
compared to the existing method such as Multiple 
Instance Learning (MIL) (Boris, 2011). However, the 
proposed method spends a little more time to extract 
the features with the efficient average overlap 
precision than SURF+ CamShift (Jianhong, 2011). 

To compare the performance of the detecting and 
tracking to the existing researches, we use LTDT2014 
datasets (Mario, 2014) and LOT datasets (Shaul, 
2015) that are commonly used in the research. 
LTDT2014 datasets are collections of six video 
sequences, which provide an evaluation kit for 
comparison of tracking algorithms. They have several 
video sequences to experiment with scale changes and 
appearance changes. NissanSkylineChaseCropped 
(NSCC) sequence contains 3,742 frames, which has 
features that reflect a variation of the object size. On 
the contrary, Sitcom sequence contains 3,898 frames, 
and this dataset could be used to estimate the rotation 
of the object. These two sequences are used as a target 
experiment in mobile environment, which are good 
example of the experiments that reflect the 
characteristics of object movement. We use two 
sequences, Lemming and Skating, within LOT dataset 
for the experiments. While Lemming is used for object 
tracking with relatively lower movement of the target 
object, Skating is for experimental purposes to track 
the rapid appearance and disappearance of the object. 
Figure 6 shows sample videos for testing dataset, 
showing the ability of the detecting and tracking to 

cope with difficult states to trace, such as appeared 
new object, disappeared the tracked object by others 
covering scene, something suddenly changed by the 
background scene, and changed on the viewing scale. 

 

 

 

Figure 6. Screenshot of the tracking object using the proposed 
method with Sitcom and Lemming data.  

Table 2 and Table 3 show comparisons of the 
proposed tracker with the existing other tracking 
approaches, as Iterative Visual Tracking (IVT) (David, 
2008), Online AdaBoost (OAB) (Helmut, 2006), 
Multiple Instance Learning (MIL) (Boris, 2011), 
Visual Tracking Decomposition (VTD) (Junseok, 
2010), Tracking-Learning-Detection (TLD) (Zdenek, 
2012), Sparse Collaborative Model (SCM) (Wei, 
2014), Adaptive Structural Local Sparse Appearance 
Model (ASLSA) (Xu, 2012), and Locally Orderless 
Tracking (LOT) (Shaul, 2015). The proposed tracking 
algorithm achieves more improved results with 
Lemming and NSCC sequences, and outperforms 
others in the environment of similar background and 
severe scale changes. The severe appearance of object 
changes, such as Skating and Sitcom, reveal the 
lowest overlap precision. However, the proposed 
approach shows robustness in difficult status, such as 
appearance object changes, scale changes, disappeared 
object covered other objects, and similar background. 
Especially, the proposed scheme is more robust in the 
case of the changes via rotation and view scale, since 
we believe that we applied the proposed algorithm 
with estimation of validity level for the tracked object 
and homography in the estimated window. 
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Table 2. Performance of the ratio of frames for which the 
PASCAL criterion was ࢇ૙ ൐ ૙. ૞ 

Sequence Lemming Skating 
Frames 1,336 707 

IVT 16.2 3.8 
OAB 37.1 8.8 
MIL 37.6 9.8 
VTD 54.3 11.5 
TLD 25.2 4.1 
SCM 16.6 11.9 

ASLSA 16.8 5.1 
LOT 73.8 29.4 

Proposed method 87.6 31.7 
 

Table 3. Comparison of the performance using overlap 
precision with Matrioska tracker in LTDT sequences.  

Sequence Sitcom NSCC 
Frames 3,898 3,742 

Matrioska overlap 48.6 85.4 
Proposed method overlap 51.3 88.2 

 
The experimental results reveal that the proposed 

method produced a significant improvement in real-
time environment. Especially, the system is robust to 
scale changes and low movement of the target object, 
as reported in the result with NSCC and Lemming. 
This means that the proposed method has a strength in 
mobile platform where zooming function is relatively 
weak in the mobile devices. However, the system may 
have a weakness in the rotation due to hand shake in 
the use of smartphone. Additionally, another 
checkpoint is remained into computational complexity 
and memory efficiency. Mobile device usually spends 
many computing powers to track the desired object 
with constraint resources. Because the proposed 
method requires more computing time than 
SURF+CamShift by the result, enhancement of time is 
necessary for computing power, and this is remained 
in future work. 

5 CONCLUSION  
OBJECT tracking algorithm plays a critical task in 

many application of computer vision. Typical 
examples of this kind of applications are automated 
video analysis, video surveillance and traffic 
monitoring system. In this paper, we proposed an 
efficient object detection and tracking approach, 
which is a robust method on tracking of an object in a 
video sequence, where the object changes appearance 
and its poses moving in and out of the camera view. 
The proposed scheme decomposes the tasks into three 
modules; detecting, tracking and learning. This paper 
has a focus on the learning component, which 
generates a validity level of the tracking object to 
evaluate the object whether tracking goes on correctly 
or not. A real-time implementation of the proposed 
system is described in detail, and experiments are 
performed to measure the performance of the visual 
object tracking. Superiority of the proposed approach 
with respect to the competitors is clearly demonstrated, 

and the experimental results reveal that our work is 
more robust than the traditional methods in the case of 
the object changes. 

For future works, we have a plan to test 
performance of the proposed system with larger scale 
used in tracking researches and common real-life 
video sequences like YouTube dataset, and we are 
going to reinforce the performance evaluation of each 
module to compare with the state-of-the-art 
approaches. Then we extend our work to incorporate 
other attributes, such as gyroscope sensor and GPS 
sensor. We are going to complete the development of 
deployable application that applies to augmented 
reality of heritage and cultural contents, and to video 
surveillance system with recognizing multiple objects. 
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