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Abstract: The heterogeneous nodes in the Internet of Things (IoT) are relatively weak in 
the computing power and storage capacity. Therefore, traditional algorithms of network 
security are not suitable for the IoT. Once these nodes alternate between normal behavior 
and anomaly behavior, it is difficult to identify and isolate them by the network system in 
a short time, thus the data transmission accuracy and the integrity of the network function 
will be affected negatively. Based on the characteristics of IoT, a lightweight local outlier 
factor detection method is used for node detection. In order to further determine whether 
the nodes are an anomaly or not, the varying behavior of those nodes in terms of time is 
considered in this research, and a time series method is used to make the system respond 
to the randomness and selectiveness of anomaly behavior nodes effectively in a short 
period of time. Simulation results show that the proposed method can improve the 
accuracy of the data transmitted by the network and achieve better performance. 
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1 Introduction 
The IoT is usually composed of many heterogeneous nodes and these nodes are capable 
of perception, calculation, communication and control [Chelloug and Ei-Zawawy (2018); 
Kim, Min and Kim (2019); Badshah, Ghani and Qureshi (2019); Ren, Liu, Ji et al. 
(2018); Wang, Gao, Liu et al. (2019); Wang, Gao, Yin et al. (2018); Yin, Zhou, Zhang et 
al. (2017)]. Through these nodes, a complex, dynamic and distributed IoT can be formed. 
The intelligent network based on the IoT has also been continuously researched and 
applied, and many practical application fields have emerged such as intelligent medical, 
intelligent city, and intelligent agriculture [Wang, Kong, Li et al. (2019); Su, Sheng, 
Leung et al. (2019); He, Guo, Liang et al. (2019); Su, Sheng, Xie et al. (2019); Sun, Ma 
and Wang (2018)]. 
However, most of the nodes in the IoT are resource constrained devices, which are 
relatively weak in aspects of computing power, storage capacity and communication 
capacity. Therefore, in the face of network security problems, it is not appropriate to 
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apply complex encryption, decryption, digital signature and other traditional algorithms 
on these nodes. In addition, due to the heterogeneity and diversity of nodes in the IoT, 
some nodes will show anomaly behavior in a period of time. For example, in order to 
protect themselves, some nodes will alternate between normal behavior and anomaly 
behavior so that they can get away with some traditional anomaly node detection 
algorithms and achieve the purpose of destroying the network. At the same time, it is 
difficult for the network system to find anomaly nodes in a short period of time. Thus, in 
the IoT, the traditional network security methods are not suitable enough to deal with 
these bad or anomaly nodes, which has become the main obstacle to the development of 
the IoT [Farooq, Waseem and Khairi (2015)]. 
Motivated by the anomaly behavior nodes in the IoT, this study proposes an anomaly IoT 
node detection based on local outlier factor and time series (LOFT). The main 
contributions of this study are: 1) using local outlier detection algorithm to detect nodes 
in the IoT, which only needs one parameter, has relatively low complexity, and is suitable 
for the IoT nodes with limited computing ability; 2) in order to further verify whether the 
node is an anomaly one, unlike many traditional methods, the variation of node behavior 
in terms of time is considered. By using the time series method, the network system can 
effectively respond to the randomness and selectivity of anomaly node behavior so as to 
distinguish and deal with such nodes in a short time, reduce their adverse effects on the 
network, and improve the integrity of the network. 
The organization of this study is as follows: in Section 2, some representative node 
detection methods in the IoT are analyzed and summarized; in Section 3, the basic 
principle and main characteristics of the local outlier detection algorithm used in this 
study are introduced; in Section 4, the time series analysis is studied and the relevant 
algorithm used is presented; simulation tests and conclusions are shown respectively in 
Sections 5 and 6. 

2 Related works 
For the IoT with limited resources, long-term application of intrusion detection algorithm 
will lead to excessive energy consumption of network nodes. To address this issue, 
Sedjelmac et al. [Sedjelmaci, Senouci and Al-Bahri (2016)] proposed a game theory-
based anomaly detection method for resource constrained IoT. In this method, only when 
a new attack is about to occur, can the anomaly detection mechanism be activated to 
balance the accuracy of detection and the energy consumption of network system.  
Kumar et al. [Kumar and Kulothungan (2017)] proposed a method to detect and identify 
node anomaly behavior for DoS attack in the context of IoT. This method checks whether 
the communication behavior of network nodes is anomaly by monitoring the protocol 
conversion sequence of MAC layer for a period of time. When anomaly nodes are found, 
a topology management method is used to prevent anomaly nodes from launching 
network attacks. 
Shafi et al. [Shafi, Basit and Qaisar (2018)] proposed an anomaly detection and 
prevention system IDPs based on the fog computing framework. IDPs is deployed on the 
edge of the network and by adding a management layer to the fog to deal with the change 
of network scale as well as allocate necessary computing resources for anomaly detection. 
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In Lyu et al. [Lyu and Jin (2017)], an anomaly recognition method for IoT based on 
hyper ellipsoid clustering and fog empowered is proposed. In this method, data 
processing and clustering tasks are completed by the fog layer and cloud layer nodes, and 
the anomaly detection is also performed by these two layers. Not only the detection time 
is short, but also the energy consumption of the terminal node can be reduced. 
Amouri et al. [Amouri, Alaparthy and Morgera (2018)] proposed an intrusion detection 
mechanism based on cross layer and network behavior. This mechanism uses a hybrid 
learning method to divide intrusion detections into local detection and global detection. 
In the local detection stage, it uses supervised learning and decision tree to classify data, 
which is used to imitate network behavior and infer node state. In the global stage, it 
passes the classified correct instances to super nodes, and uses iterative linear regression 
to generate the cumulative fluctuation measurement of malicious nodes and normal nodes 
to establish the records of these nodes and identify malicious ones. In Thanigaivelan et al. 
[Thanigaivelan, Nigussie and Virtanen (2018)], a hybrid IoTs internal anomaly detection 
method based on reactive node and cross layer is proposed. In this method, the node only 
monitors the neighbor nodes in its single hop area and all the observed information is 
analyzed and managed in the local node, which enables the node to judge the threat 
independently and responds accordingly.  
Bostani et al. [Bostani and Sheikhan (2017)] proposed a real-time anomaly detection 
method based on MapReduce. This method consists of two parts: the anomaly intrusion 
detection module and the designated intrusion detection module, the designated intrusion 
detection agent deployed in the routing node analyzes the behavior of its host node and 
sends the analysis results to the root node through the normal data packets; the anomaly 
detection agent deployed in the root node applies the unsupervised path optimization 
forest algorithm to build the node cluster, and identifies the anomaly nodes by means of 
the distributed and MapReduce framework as well as the application of voting 
mechanism. Li et al. [Li, Sun and Wu (2018)], an anomaly data detection method based 
on parallel distributed computing in the framework of the IoT is proposed. This method is 
based on the rough set logic inference method and the non-uniform distributed cluster 
routing method to identify the anomaly nodes. It also considers the residual energy of 
nodes and the distance between nodes and the base station so as to reduce the energy 
consumption of the whole network. 

3 Local outlier factor 
The detection method used in this study is called local outlier factor, or LOF [Gan and 
Zhou (2018)]. LOF is an algorithm from data mining. The input of the algorithm is a 
group of data readings, and the output is the evaluation of each input data reading. From 
this evaluation, we can infer the degree of confidence or anomaly associated with a 
certain data object reading. It is called “local” because the algorithm only considers the 
data object in a small neighborhood and the calculation of outlier only depends on the 
extent to which a data object is isolated from other objects in the same neighborhood, that 
is, the outlier describes the deviation degree of a data object. If the outlier value of a data 
object is larger, it means that the data object is more likely to be anomaly. In practical 
applications, the corresponding generating node of the data is considered to be a 
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malicious node. Compared with other outlier algorithms, the advantage of LOF is that the 
output of the algorithm is not only binary, but also can be classified into more 
characteristics such as good, bad, excellent and so on. 
The LOF algorithm only needs one parameter k. On one hand, it is used to represent the 
minimum number of data objects that constitute the nearest neighbor. On the other hand, 
it can also be used to define the size of the local neighborhood of a data object. The 
algorithm is described as follows. 
1) Let ( , )d p x represent the distance between object p and object x D∈ , where D  is a 
collection of data objects. 
2) For any positive integer k , let ( )k dist p−  represent the k distance of the object p , 
which is defined as the distance between the object p and an object o D∈  and meets the 
following requirements: there is at least k  objects of ' \{ }o D p∈  so ( , ') ( , )d p o d p o≤ ; 

there is at most 1k −  objects of ' \{ }o D p∈  so ( , ') ( , )d p o d p o< ; 

For the k distance of p , its neighborhood contains all objects with a distance of no more 
than ( )k dist p−  with p , i.e.,  

( ) ( ) { \{ } | ( , ) ( )}k dist pN p q D p d p q k dist p− = ∈ ≤ −                                                               (1) 

where the object q is called the nearest k neighbor of p . 

Eq. (1) can be understood as follows: there is a virtual circle around each data object so 
that each virtual circle includes at least k data objects, which can be regarded as 
k neighbors of p . 

3) According to the distance between the object p  and each point in the k  neighbors the 
reachable distance is defined by 

( , ) { ( ), ( , )}kreach dist p o max k dist o d p o− = −                                                                  (2) 

4) According to the average distance of each data object in the neighborhood, a density 
parameter can be obtained and is called local reachable density, which is defined by 
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5) Through the average value of the ratio of the local reachable density of p and its 
nearest k  neighbors’ local reachable density, the local outlier factor of p is defined by 
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After detecting the anomaly factors, the internal nodes of the IoT can be classified as the 
normal nodes and the anomaly nodes. The detailed process of the algorithm is 
recommended in Gan et al. [Gan and Zhou (2018)]. 
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4 Time series 
Time series analysis is a statistical method used for dynamic data processing. Its purpose is to 
study and try to find the rules followed by a random data series, and then analyzes and obtains 
useful feature information in the series. In practice, data sequence is usually composed of a 
series of time point data. For example, suppose Z is a random variable whose time series can 
be expressed as 1 2{ , ,... }nz z z=Z , where nz is the value of Z at time n . 

Suppose that the behavior of network nodes is directly related to the data they transmit or 
send, that is, good behavior nodes generate normal data and bad or anomaly behavior nodes 
generate anomaly data. For an anomaly behavior node, the data generated will fluctuate 
with time, and the changed data can be regarded as the data sequence in the time series. 
Therefore, the time series can be used to analyze and process the anomaly data sequence of 
the node and judge whether or not the node belongs to the anomaly behavior node. 
In this study, time series analysis consists of three parts: node data series, benchmark test 
series, and a certain similarity test module. In application, the similarity test module can 
be treated as a function and the two data series are two input parameters. After the 
function is executed, the return value is the similarity result. The data sequence of a node 
is the data values that the node changes with time. In this study, it is expressed by iR  

1{ ( ),..., ( )}i i i nr t r t=R                                                                                                      (5) 

where ( )i nr t is the data value of the node i  at time nt . The benchmark test sequence is 
composed of a series of comparative test data, which is expressed as Φ  

1{ ( ),..., ( )}nt tφ φ=Φ                                                                                                        (6) 

And each test data should be compared with the data at its corresponding time, for 
example, ( )jtφ  vs. ( )i jr t . 

In addition, considering the resource constraints of most nodes in the IoT, the similarity 
test module should adopt a lightweight and feasible computing method. In this research, 
the above two sequences are regarded as two vectors and the cosine value of their 
included angle is used to calculate the similarity. The similarity Ψ is defined by 
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Furthermore, in order to map the above results to [0,1] , the above equation is 
normalized, and the result is expressed as follows: 

' arccos( )1
π

Ψ
Ψ = −                                                                                                          (8) 

Eq. (8) shows that the closer the result is to 1, the more similar the two vectors are. In the 
practical application, the value of similarity can be defined according to the actual 
situation. For example, in the application with high urgency, the similarity can be set to 
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be closer to 1 or equal to 1, which completely eliminates the anomaly behavior of nodes. 
Through the computing of similarity, the anomaly behavior node can be defined as: if a 
node is an anomaly behavior node, its similarity should meet 'Ψ > Θ , where [0,1]Θ∈  
is the similarity threshold. 

5 Simulation tests 
The data sent out by normal behavior nodes in the network generally does not appear in 
the anomaly range, assuming that 30% of normal nodes send out data in the anomaly 
range with a probability of 10%; the data sent out by anomaly behavior nodes usually 
presents anomaly behavior in the network, such as selective data transmission or data 
modification. In addition, it is also assumed that:  
1) The network nodes are deployed in a certain area for temperature data sensing. For the 
convenience of the study, node scale is reduced to a cluster, and 100 nodes are deployed 
in a circular area, among which 25 anomaly nodes are evenly distributed, and the cluster 
head is located in the center of the circle;  
2) The temperature data range from normal nodes is (25-30), and the temperature reading 
range from anomaly nodes randomly alternates between (25-30) and outside of (25-30);  
3) Each node has its own unique ID, and the cluster head knows the ID information of all 
other nodes, each node can communicate with the cluster head directly;  
4) The cluster head sends the temperature request to the nodes in the cluster regularly, 
and judges the corresponding nodes according to the received temperature readings. Once 
the node is identified as the anomaly node, the cluster head will no longer request data 
from the node, even if the data from the node is received, it will be discarded. 

5.1 Number of inactive nodes 
In this part, the number of inactive nodes is tested, and the comparison method is LOFT 
proposed in this study and the one used in Gan et al. [Gan and Zhou (2018)]. In this part, 
the number of inactive nodes refers to the number of nodes identified and isolated by the 
cluster head. Suppose that the cluster head performs 500 data queries to all nodes in the 
network at a fixed time interval. In this test, the length of the time series is set to be 10 
queries and 20 queries respectively, the anomaly benchmark test sequence is the 
temperature reading outside the interval of (25-30), and the similarity thresholds are 0.8 
and 0.9 respectively. The test results are shown in Figs. 1 and 2. 
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Figure 1: Number of inactive nodes with =0.9Θ  

It can be seen from Figs. 1 and 2 that with the increasing number of cluster head queries, 
the number of inactive nodes in Gan et al. [Gan and Zhou (2018)] is also increasing, from 
the initial about 9 nodes to around 16 at the 500th query, but still far less than the number 
of anomaly nodes 25 in the system. This is because in the method of Gan et al. [Gan and 
Zhou (2018)], anomaly nodes can send data selectively, which makes it difficult to find 
and isolate such nodes in a short time. In the proposed method, anomaly nodes can be 
detected and isolated quickly because anomaly nodes are identified under a certain a 
period of time. 
In addition, in Fig. 1, it can be found that with the appropriate increase of the length of 
time series, the number of identifying inactive nodes also increases. For example, when 
the cluster head queries for the 300th time, the number of inactive nodes in the proposed 
method is about 18 and 20 respectively. It can be seen that the growth of time series is 
helpful for the system to identify the anomaly nodes in a larger range. It can also be 
found in Figs. 1 and 2 that under the same conditions, properly reducing the similar 
threshold value will also help speed up the identification of anomaly nodes. This is 
because the reduction of similar threshold value correspondingly increases the severity of 
similar judgment, making the anomaly nodes easier to be identified and isolated. 
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Figure 2: Number of inactive nodes with =0.8Θ  

5.2 Anomaly data rate 
In this part, the rate of anomaly data received by cluster head from anomaly nodes is 
tested. The anomaly data rate is defined as the ratio of the number of received anomaly 
data and the number of all data from the network that the cluster head should receive. It 
can be seen that the smaller the anomaly data rate is, the better the performance of the 
corresponding method will be. The comparison method is the method used in LOFT and 
that in Gan et al. [Gan and Zhou (2018)]. Test results are shown in Figs. 3 and 4. 
It can be seen from Figs. 3 and 4 that with the increasing number of queries from cluster 
head, the anomaly data rate of both methods decreases. This is because in both methods, 
the number of inactive nodes is increasing, that is, more and more inactive nodes are 
identified and isolated by the system. However, in the proposed method, the anomaly 
data rate declines faster. This is also for the reason that anomaly nodes are identified 
under a fixed period of time and they become inactive in a shorter time, making the 
cluster head receive less anomaly data than the compared method. For example, in the 
400th query in Fig. 3, the anomaly data rate of the proposed method is respectively about 
8% and 6%, while that of the comparative method is about 11%. In addition, similar to 
the case in test 1, increasing the length of time series or reducing the value of similarity 
threshold in the proposed method will help to reduce the anomaly data rate and improve 
the correct data rate in the network system. 
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Figure 3: Ratio of anomaly data with =0.9Θ  
 

 
Figure 4: Ratio of anomaly data with =0.8Θ  

6 Conclusion 
Traditional security solutions are not suitable for the identification of anomaly nodes in the 
IoT. According to the characteristics of the nodes in the IoT, this study uses a lightweight 
local outlier detection and time series method to detect the anomaly behavior nodes in the 
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IoT. The main contributions of this study are: 1) use a low complexity local outlier 
detection algorithm to detect anomaly nodes; 2) apply a time series method to further verify 
whether the node is anomaly or not and make the network effectively respond to the 
randomness and selectivity of anomaly node behavior in a short time. The simulation 
results show that the proposed method has a good effect in improving the data accuracy of 
network transmission. In addition, the length and similarity threshold of time series cannot 
be selected at will. We will further analyze and study them in the future work. 
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