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Abstract: A vast amount of information has been produced in recent years, which brings 
a huge challenge to information management. The better usage of big data is of important 
theoretical and practical significance for effectively addressing and managing messages. 
In this paper, we propose a nine-rectangle-grid information model according to the 
information value and privacy, and then present information use policies based on the 
rough set theory. Recurrent neural networks were employed to classify OTT messages. The 
content of user interest is effectively incorporated into the classification process during the 
annotation of OTT messages, ending with a reliable trained classification model. 
Experimental results showed that the proposed method yielded an accurate classification 
performance and hence can be used for effective distribution and control of OTT messages.  
 
Keywords: OTT messages, information privacy, nine-rectangle-grid, hierarchical 
classification, recurrent neural networks. 

1 Introduction 
In the era of big data, the quantity of the information increases rapidly. The risk and value 
of the information have attracted much research attention. In recent years, big data mining 
technology has been developing fast. However, existing methods still wrongly pass a lot 
of spam information, causing loss and distress to users and not providing the full usage 
value of big data. The risk and value need to be considered in order to develop the big data 
industry. Therefore, the tradeoff between information privacy and value becomes a big 
challenge [Pan, Qin, Yi et al. (2019)]. Since mobile phone messages affect the daily work 
and life of many people, the number of mobile phone short messages generated every year 
adds up to hundreds of billions. In recent years, with the development of Three Network 
Convergence, OTT (over the Top) messages have become more and more popular such as 
WeChat and Fetion in China. The vast amounts of OTT messages contain a large number 
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of spam information, which endangers the safety of users’ information [Wang, Shen and 
Zhang (2015); Kim, Kim, Hwang et al. (2017); Wang (2018)]. 
At present, in the field of OTT message classification, compared with traditional long text 
messages, OTT messages are sparse in real time and have non-standardized characteristics. 
There are some problems like ‘feature dimension disaster’ and ‘no semantic features’ which 
dampens the accuracy of short text classification off traditional text classification models. 
This paper focuses on WeChat, Fetion, and other OTT messages. According to the two 
dimensions of value and privacy, this paper presents a Nine-Cell hierarchical classification 
model and information utilization countermeasures based on hierarchical classification, and 
classifies OTT messages based on the rough set theory. After constructing the text model, we 
use recurrent neural networks to classify OTT messages. The classification process is 
integrated into the attention content and interest tags of the users. Experimental results show 
that the Long Short-term memory (LSTM) network classification algorithm is more reliable 
than the current K-Nearest Neighbor (KNN) classification algorithm and Convolutional 
Neural Networks (CNN) classification algorithm. LSTM provides more accurate 
classification for OTT messages and a more effective spam management way [Pan, Qin, Yi 
et al. (2019)]. 

2 Related research 
Information Classification has recently become a hot research topic in data mining. A 
general process is to construct an accurate description or model for each type of data 
according to the characteristics of training data. Then, the model classifies unknown data. 
SVMs (Support Vector Machines), decision trees, Bayesian neural networks and so on are 
all commonly used techniques for information classification [Delany, Buckley and Greene 
(2012)]. The advantage of the decision tree and Bayesian neural networks is that the results 
can be expressed in an easy-to-understand rule form. The disadvantage is that only a few 
rules can be found and the classifier constructed by these rules cannot represent the data 
completely. Thus, the rules obtained by mining are not necessarily significant and the rules 
of significance are not necessarily well-tapped. 
Unlike decision trees or Bayes neural networks, association classification is a rule-based 
classification technique that can mine all rules without the need of the minimum support. 
As the minimum support reduces, the number of mining rules increases so that the data can 
be completely described and the associated classification technology can be applied to 
generate better classifiers for making the message classification more accurate [Jin (2015)]. 
With the emotions disclosed by Twitter, Ahmed Esmin et al. proposed the hierarchical 
classification method used for automatic classification for three categories: neutral, 
positive, or negative emotions [Ahmed, Roberto and Stan (2012)]. Ghorab et al. [Ghorab, 
Zhou, O’Connor et al. (2013)] proposed personalized information services based on 
surveys and classifications. 
Chen et al. [Chen, Liao and Shi (2014)] proposed the time, relationship, and type attributes 
of information as the key attributes of user information requirements. They proposed a user 
interest update and classification mechanism based on the key attributes and constructed a 
personalized user interest update model, a user interest management model, and a user 
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classification model of a push service. Cui [Cui (2010)] discussed the classification of short 
messages in Weibo by mapping the keywords to the semantic concepts and implemented the 
message classification using the semantic KNN classification algorithm through the research 
of the interest mining of microblog authors. Li [Li (2015)] proposed adding one or more tags 
for each log then aggregating similar resources according to the tags. By introducing 
clustering analysis, they deduced the interest preferences of the users and built the user 
interest model to construct a tag-based user personalized information service process 
framework. Gao et al. [Gao and Tang (2017)] proposed a personalized information service 
strategy based on trajectory clustering, real-time access to user access and retrieval of 
trajectory data combined with a trajectory clustering algorithm to establish a dynamic user 
retrieval model and rapid real-time personalized information services. Xiong et al. [Xiong 
and Cao (2018)] effectively mined high-quality user interest phrases and identified their 
categories from the content of texts to create the interest mining of microblog users and to 
improve the accuracy of user mining interest with recall based on the phrase-based theme 
model and the automatically constructed user interest knowledge base. Qiu et al. [Qiu (2013); 
Xu and Hu (2014)] divided user interests into long-term interests and short-term interests, 
and built a user interest model according to the importance of users and the Weibo keywords. 
Recently, the information classification has been attracting more research attention. 
Existing methods typically employ classification techniques and construct the user interest 
model with the dimensionality of keywords, user attributes, and user behavior. There is 
limited research on the classification theory of OTT messages, especially on the 
combination of management and technology. However, the dimensionality of the 
information evaluation is unclear and the user subjective characteristics of OTT messages 
were not sufficiently considered. So, a hierarchical model will be meaningful for a better 
OTT message classification. In the process of information hierarchical classification, the 
research on the combination of privacy and value is still limited [Wei, Yu, Richard et al. 
(2010); Wei, Yu, Richard et al. (2018)]. The research on user interest model is able to boost 
the development of information similarity analysis and precise recommendations.  

3 Application of hierarchical classification method to big data 
The hierarchical classification of information will benefit the healthy development and 
information utilization. The information classification will help cope with the potential 
problem of “one size fitting all”. 

3.1 Nine-rectangle-grid information hierarchical classification model 
The Nine-rectangle-grid was created by Ouyang Xun, the calligrapher of the Tang Dynasty 
in China. Its main purpose was to let Chinese characters be written more easily. The Nine-
rectangle-grid is the predecessor of the Sudoku, but it has a more complex characteristics 
than the Sudoku. The summation of three numbers in the vertical and horizontal is equal 
to 15. The Nine-rectangle-grid method has been widely used in the field of enterprise 
management, education, teaching, and algorithm analysis [Huang (2015); Wang (2016); 
Dong and Zhu (2015)]. Existing methods usually classify information along a single 
dimension, e.g., time, length, and its value. This paper proposes modelling two-
dimensional information, value and privacy, with Nine-rectangle-grid.  
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    Figure 1: Nine-rectangle-grid information matrix chart 

The Nine-rectangle-grid matrix has two dimensions (attributes), the information value and 
information privacy. The information privacy attribute takes the value of High, Medium, 
and Low, and the information value attribute takes the value of Big, Medium, and Small. 
The information value denotes the importance or the vital interest to the users or units, and 
the information privacy refers to whether an information encapsulates personal privacy or 
unit security information. The matrix is divided into nine blocks by distinguishing the 
information value to be small, medium, and large, and the information privacy to be high, 
medium, and low. The models were constructed containing the following elements: 
corresponding waste information, low-end information, common information, poor 
information, silver medal information, risk information, gold medal information, and 
diamond information.  
Let X represent the information value dimension, and Y represent the information privacy 
dimension. The probability of every element of the Nine-rectangle-grid can be formulated as 

( ) ( / ) ( ) ( / ) ( )

, 1, 2,3
i j i j j j i iP X Y P X Y P Y P Y X P X

i j
= =

=
                         (1) 

3.2 Information hierarchical classification based on the rough set theory 
Assume that there are seven types of information that constitute set A={x1, x2, x3, x4, x5, 
x6, x7}, each type has a value attribute. In accordance with the different values, we can 
divide the information into W1={red, yellow, blue} as the three categories. For example, 
the Low-value information constitutes a set X1={x1, x2, x5}, the Medium-value 
information constitutes a set X2={x3, x6}, and the High-value information constitutes a 
set X3={x4, x7}. 
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According to the Nine-rectangle-grid structure in Fig. 1, the information has another 
privacy attribute as W2={strong, medium, weak} corresponding to the three sets: {x1, 
x7},{x3, x4},{x2, x5, x6}.  
Adding the W1 attribute to set A: 
A/W1={X1, X2, X3}={{x1, x2, x5},{x3, x6},{x4, x7}}      (value classification)  (2) 
A/W2={Y1, Y2, Y3}={{x1, x7},{x3, x4},{x2, x5, x6}}     (privacy classification)  (3) 
Through the intersection operation: 
Law value & weak privacy {x1, x2, x5}∩{x2, x5, x6}={x2, x5}; law value & medium 
privacy {x1, x2, x5}∩{x3, x4}=0; law value & high privacy {x1, x2, x5}∩{x1, x7}={x1}; 
medium value & weak privacy {x3, x6}∩{x2, x5, x6}={x6}; medium value & medium 
privacy {x3, x6}∩{x3, x4}={x3}; medium value & high privacy {x3, x6}∩{x1, x7}=0 
high value & weak privacy {x4, x7}∩{x2, x5, x6}=0; high value & medium privacy {x4, 
x7}∩{x3, x4}={x4}; high value & high privacy {x4, x7}∩{x1, x7}={x7}. 
All of these concepts calculated by intersection and union comprise a knowledge system 
W=W1∩W2 and (A/W1, A/W2). 
Next, we consider the information attributes and decision that are listed in Tab. 1. 

Table 1: Information attributes and decision 

Information Value Privacy Usability 

X1 Low Strong No 

X2 Low Weak Free use 

X3 Medium Medium Strive for use 

X4 High Medium Rational use 

X5 Low Weak Free use 

X6 Medium Weak Active use 

X7 High Strong Use after processing 

 
X1-X7 contain all the information types. The value and privacy are the condition attributes 
and the decision attribute are the availability attribute. In Tab. 1, we use each type of 
information in a different strategy, which has manifested the idea of the hierarchical 
classification of information [Luo, Li, Yi et al. (2016)]. 

4 OTT messages classification algorithm based on deep neural networks  
4.1 Chinese short messages processing status 
With the rapid development of mobile communication technology and wide distribution of 
mobile phones, the OTT message service has become an indispensable communication 
channel in common daily life. The main content of OTT messages is text, so the 
classification of OTT messages can be cast as the classification of short message texts in 
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this paper. Text messages are divided into eight categories according to the value and the 
privacy of information. The eight classes are diamond information, gold information, silver 
information, common information, low-end information, poor information, waste 
information, and risk information. The Long Short-Term Memory (LSTM) has many 
advantages and achieved intriguing results in spam filtering within the text classification 
algorithm [Pan, Fan, Yu et al. (2017)]. This paper proposes using the LSTM to classify text 
messages according to the text content. 

4.2 LSTM 
LSTM is a special type of recurrent neural networks that can learn the long-term dependence 
of information. It was proposed in 1997 and has recently been refined and promoted by 
Graves et al. [Graves and Schmidhuber (2005)]. LSTM has achieved considerable success in 
various fields, especially in the area of short text processing [Graves (2012)]. 

4.3 Jieba segmentation 
The Jieba segmentation algorithm is a Chinese word segmentation method based on the 
combination of rules and statistics [Jieba]. Jieba segmentation algorithm pre-stores some 
Chinese word probability values through a large number of experiments and supports three 
Chinese word segmentation modes: 1) accurate mode, which tries to cut the most accurate 
sentence suitable for text analysis; 2) full mode, in which the formed words of sentence are 
scanned out. This mode is very fast but does not deal well with the ambiguity; 3) search 
engine model, which is based on the accurate model and cuts the long word again to 
improve the recall rate, is suitable for search engine segmentation.  

4.4 Preprocessing 
In the preprocessing stage, we firstly use the Jieba segmentation tool to segment each 
Chinese text. We choose the accurate model in this paper because this work aims to classify 
OTT messages. Once the word segmentation is carried out, we remove repetition and sort 
all the word segmentation results and encode sorted words. The encoding rules are 
according to the number of the words. 

5 Experimental analysis 
5.1 Experiment setups 
The 6 users included 3 men and 3 women, with an average age of 32 years old. They are 
employees of colleges or companies. There was a total of 10548 messages, as given in Tab. 2. 

Table 2: OTT messages of eight classifications 

Category Diamond Gold Silver Common Low-end Poor Waste Risk 

Quantity 1035 1186 1061 1037 840 973 3655 761 
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After the preprocessing of the texts, they were classified by the LSTM network, KNN, and 
CNN. Experiments were conducted for the classification of two classes, four classes, and 
eight classes. In each experiment, we randomly select 10% of the data from all data as the 
test set, and the remaining data is used as the training set. The detail is given in Tab. 3. 

Table 3: Division of training set & test set 

Item Training set Test set Total 

Number 9489 1059 10548 

Percentage (%) 89.96 10.04 100.00 

5.2 Results 
This section shows the experimental results of classification on the dataset. The proposed 
LSTM method is compared with the KNN method and the 1-D convolutional method (CNN-
1D). Tab. 4 gives the result for two classes in which diamond, gold, silver, and common 
information are categorized to be one class, and low-end, poor, waste, and risk information 
are categorized to be the other class. From Tab. 4, we can see that LSTM provides the best 
classification. It outperforms the KNN method and the CNN-1D method, verifying the 
effectiveness of the proposed method. Fig. 2 sketches the experimental comparison.  

Table 4: Classification comparison between LSTM, KNN, and CNN-1D for two classes. 
Class A includes diamond, gold, silver, and common, and class B includes low-end, poor, 
waste, and risk information. The number of messages is given for each classification method 

   Prediction                  

Actual 
Classifier Class A Class B Total 

Class A 

LSTM 364 70 

434 KNN 285 149 

CNN-1D 284 150 

Class B 

LSTM 36 589 

625 KNN 169 456 

CNN-1D 151 474 
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Figure 2: Classification comparison between LSTM, KNN, and CNN-1D for two classes 

From Tab. 5, we can still see that LSTM provides the best classification, outperforming the 
KNN method and the CNN-1D method. Fig. 3 sketches the experimental comparison for 
the classification of four classes. 
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Actual 
Prediction 

Table 5: Classification comparison between LSTM, KNN, and CNN-1D for four classes. 
Class A includes diamond and gold, Class B includes silver and common, Class C includes 
low-end and poor, and Class D includes waste and risk. The number of messages is given 
for each classification method 

      z  

Classifier Class A Class B Class C Class D Total 

Class A 
LSTM 170 28 2 23 

223 KNN 121 28 14 60 
CNN-1D 118 27 18 60 

Class B 
LSTM 22 158 8 23 

211 KNN 38 101 22 50 
CNN-1D 34 96 25 56 

Class C 
LSTM 3 19 113 47 

182 KNN 23 31 70 58 
CNN-1D 23 20 85 54 

Class D 
LSTM 10 56 34 343 

443 KNN 83 64 41 255 
CNN-1D 66 56 57 264 
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Figure 3: Classification comparison between LSTM, KNN, and CNN-1D for four classes 

Tab. 6 gives the result for the whole eight classes. Tab. 6 reveals that the proposed LSTM 
method outperforms the KNN and CNN-1D method for the task of classifying each class. 
Fig. 4 sketches the visual comparison between the three methods. Also, Tabs. 4-6 show 
that KNN and CNN-1D give a comparable performance to each other.  
To more finely evaluate the performance of the proposed algorithm, the commonly used 
sensitivity (SE), specificity (SP), positive rate (PP), and accuracy (ACC) as follows: 

en ( ) 100%TPS sitivity SE
TP FN

= ×
+

                                  (4) 

( ) 100%TNSpecificity SP
TN FP

= ×
+

                                  (5) 

( ) 100%PositivePredictivit TPPP
TP FP

y = ×
+

                           (6) 

( ) 100%TN TPACC
TP TN FP

Accura
FN

cy +
= ×

+ + +
                         (7) 

Tab. 7 shows the comparison between LSTM, KNN, and CNN-1D in terms of SE, SP, PP, 
and ACC for the message classification of two categories. It can be seen that the proposed 
LSTM gives the best performance. For example, higher than 69.97% by KNN and 71.58% 
by CNN-1D. Fig. 5 illustrates the visual comparison of Tab. 7. In terms of SE, SP, and PP, 
the proposed LSTM also outperforms KNN and CNN-1D, verifying the effectiveness of 
the proposed method in classifying OTT messages.  
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Prediction

 
Actual 

Table 6: Classification comparison between LSTM, KNN, and CNN-1D for eight classes. 
The number of messages is given for each classification method 

 
Classifier Diamond Gold Silver Common 

Low-

end 
Poor Waste Risk Total 

Diamond 

LSTM 90 3 2 2 0 3 1 3 

104 KNN 61 5 6 2 3 2 24 1 

CNN-1D 54 8 6 6 1 5 24 0 

Gold 

LSTM 12 80 2 2 3 3 12 5 

119 KNN 9 47 10 6 7 2 37 1 

CNN-1D 11 44 6 10 2 6 39 1 

Silver 

LSTM 9 4 78 3 1 3 4 5 

107 KNN 12 12 49 2 1 2 29 0 

CNN-1D 5 6 64 6 1 4 20 1 

Common 

LSTM 6 7 5 49 16 6 13 2 

104 KNN 10 16 6 32 3 6 31 0 

CNN-1D 4 8 4 47 3 6 30 2 

Low-end 

LSTM 0 2 0 3 50 6 18 5 

84 KNN 9 6 1 5 23 4 32 4 

CNN-1D 8 3 3 5 19 8 36 2 

Poor 

LSTM 4 0 0 4 11 64 12 3 

98 KNN 5 8 5 4 3 50 23 0 

CNN-1D 8 3 5 7 1 50 23 1 

Waste 

LSTM 5 8 2 15 56 20 244 16 

366 KNN 31 37 19 19 26 23 202 9 

CNN-1D 24 23 24 41 17 20 208 9 

Risk 

LSTM 0 2 0 0 6 1 14 54 

77 KNN 4 4 4 2 4 4 26 29 

CNN-1D 4 5 1 6 1 5 30 31 
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Figure 4: Classification comparison between LSTM, KNN, and CNN-1D for eight classes 

Table 7: Classification comparison between LSTM, KNN, and CNN-1D for two classes 

 A_LSTM (%) A_KNN (%) A_CNN-1D (%) 

Index SE SP PP ACC SE SP PP ACC SE SP PP ACC 

Class A 83.87 94.24 91 89.99 62.78 75.37 65.67 69.97 65.44 75.84 65.29 71.58 

Class B 94.24 83.87 89.38 89.99 75.37 62.78 72.96 69.97 75.84 65.44 75.96 71.58 
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Figure 5: Classification comparison between LSTM, KNN, and CNN-1D for two classes 

Tab. 8 shows the comparison between LSTM, KNN, and CNN-1D for the message 
classification of four categories. Again, the proposed LSTM gives the best performance. 
For example, a similar comparison can also be observed for Class B, Class C, and Class D. 
Fig. 6 gives the visual comparison of classification for Tab. 8.  

Table 8: Classification comparison between LSTM, KNN, and CNN-1D for four classes 

 B_LSTM (%) B_KNN (%) B_CNN-1D (%) 

Index SE SP PP ACC SE SP PP ACC SE SP PP ACC 

Class A 76.23 95.81 82.93 91.69 54.26 82.78 45.66 76.77 52.92 85.29 48.96 78.47 

Class B 74.88 87.85 60.54 85.27 47.87 85.50 45.09 78.00 45.50 87.85 48.24 79.42 

Class C 62.09 94.98 71.97 89.33 38.46 91.22 47.62 82.15 46.70 88.60 45.95 74.79 

Class D 77.43 84.90 78.67 81.78 57.56 72.73 60.28 66.38 59.59 72.40 46.98 67.04 
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Figure 6: Classification comparison between LSTM, KNN, and CNN-1D for four classes 

Tab. 9 shows the comparison between LSTM, KNN, and CNN-1D for the message 
classification of eight categories, i.e., the finest classification. Again, the proposed LSTM 
gives the best performance. For example, Fig. 7 illustrates the visual comparison of Tab. 9. 
A similar comparison can also be observed for the class Gold, Silver, Common, Low-end, 
Poor, Waste, and Risk.  

Table 9: Classification comparison between LSTM, KNN, and CNN-1D for eight classes 

 C_LSTM (%) C_KNN (%) C_CNN-1D (%) 

Index SE SP PP ACC SE SP PP ACC SE SP PP ACC 

Diamond 86.54 96.23 71.43 95.28 58.65 91.62 43.26 88.39 49.04 93.30 45.76 89.24 

Gold 67.23 97.23 75.47 93.86 39.50 90.64 34.82 84.89 36.98 94.04 44.00 87.63 

Silver 72.90 98.85 87.64 96.22 45.79 94.64 49.00 89.71 59.81 94.85 56.64 91.31 

Common 47.12 96.96 62.82 92.07 30.77 95.81 44.44 89.42 45.19 91.52 6.72 86.97 

Low-end 59.52 90.46 34.97 88.01 27.38 95.18 32.86 89.80 22.62 97.33 42.22 91.41 

Poor 65.31 95.63 60.38 92.82 51.02 95.53 53.76 91.41 51.20 94.38 48.08 90.37 

Waste 66.67 89.32 76.73 81.49 55.19 70.85 50.00 65.44 56.83 70.85 50.73 66.01 

Risk 70.13 96.03 58.07 94.15 37.66 98.47 65.91 94.05 40.26 98.37 65.96 94.33 
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Figure 7: Classification comparison between LSTM, KNN, and CNN-1D for eight classes 

From Tabs. 7 to 9 and Figs. 5 to 7, it can be seen that the proposed LSTM provides a better 
classification result than KNN and CNN-1D. It can effectively classify the meaningful and 
unmeaningful messages finely and help screen out many messages that are not worth 
reading and hence save time.  

6 Conclusions and future work 
This paper studied the classification of OTT messages. We constructed the Nine-rectangle-grid 
information matrix according to the privacy and value dimension of information and proposed 
the information decision table by using the rough set theory. According to the user preference 
of OTT messages, over 10,000 messages were labelled by using the exact pattern of Jieba’s 
word segmentation. After preprocessing and labelling the OTT messages, we classify them 
with LSTM, KNN, and CNN-1D. Experiments were conducted on the classification of two, 
four, and eight categories. The results verified that the classification accuracy by LSTM is 
higher than those of KNN and CNN-1D. The proposed classification approach can be used for 
the accurate classification, delivery, and effective control of OTT messages. 
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