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Abstract: Whale optimization algorithm (WOA) is a new population-based meta-
heuristic algorithm. WOA uses shrinking encircling mechanism, spiral rise, and random 
learning strategies to update whale’s positions. WOA has merit in terms of simple 
calculation and high computational accuracy, but its convergence speed is slow and it is 
easy to fall into the local optimal solution. In order to overcome the shortcomings, this 
paper integrates adaptive neighborhood and hybrid mutation strategies into whale 
optimization algorithms, designs the average distance from itself to other whales as an 
adaptive neighborhood radius, and chooses to learn from the optimal solution in the 
neighborhood instead of random learning strategies. The hybrid mutation strategy is used 
to enhance the ability of algorithm to jump out of the local optimal solution. A new whale 
optimization algorithm (HMNWOA) is proposed. The proposed algorithm inherits the 
global search capability of the original algorithm, enhances the exploitation ability, 
improves the quality of the population, and thus improves the convergence speed of the 
algorithm. A feature selection algorithm based on binary HMNWOA is proposed. Twelve 
standard datasets from UCI repository test the validity of the proposed algorithm for 
feature selection. The experimental results show that HMNWOA is very competitive 
compared to the other six popular feature selection methods in improving the 
classification accuracy and reducing the number of features, and ensures that HMNWOA 
has strong search ability in the search feature space. 
 
Keywords: Whale optimization algorithm, Filter and Wrapper model, K-nearest 
neighbor method, Adaptive neighborhood, hybrid mutation. 

1. Introduction 
In today’ s era of big data, various data can be obtained from a research object, and data 
can be collected from multiple research objects. The characteristics of large amounts of 
data and many features make research objects contain many redundant features and even 
noise features. It greatly increases the time and space complexity of learning and training 
algorithm for classification problems, and also reduces the accuracy of classification. 
Therefore, the feature selection algorithm [Chandrasheka and Sahin (2014)] is used to 
remove the irrelevant and redundant attributes of the research object, to reduce the 
attributes of the feature attributes, to find a feature subspace with good separability, to 
achieve the reduction of the dimension of high-dimensional data, and to reduce the time 
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and space complexity of machine learning. Simplifying the classification model structure 
and improving the classification accuracy are the hot topics among many scholars. 
In essence, the process of finding the best subset of features is a combinatorial 
optimization problem. The evaluation criteria and search strategy of feature subset are the 
keys of feature selection algorithm. The feature selection method based on the evaluation 
criteria is divided into Filter and Wrapper based on whether it is independent of the 
follow-up learning algorithm [Crone and Kourentzes (2010)]. The Filter model [Hancer, 
Xue and Zhang (2017)] has nothing to do with the follow-up learning algorithm, and the 
statistical performance of the metric features is depended on distance between features, 
information gain, and dependence ect. It has the advantages of simple calculation and fast 
speed, but low classification accuracy. The Wrapper model [Mafarja and Mirjalili (2018)] 
uses classification accuracy as an evaluation criterion for the merits of a subset of 
features, and integrates it with classification algorithms (such as K-nearest neighbor 
method [Wang, An, Chen et al. (2015)], support vector machine algorithm [Paul, 
Magdon-Ismail and Drineas (2016)], neural network algorithm [Vasilic and Kezunovic 
(2005)], etc.). The selected subset of features is small in scale but takes long time. The 
Filter and Wrapper methods have their own advantages and disadvantages. Combining 
the two, the Filter method is used to remove redundancy and noise characteristics, and 
then the Wrapper method is used to further optimize key features to achieve the mixed 
feature selection process. The feature selection method based on search strategy can be 
divided into three categories according to the formation process of characteristics: global 
optimal, random search and heuristic search. The global optimal search strategy uses the 
branch bound method to find the optimal feature subspace for data sets with fewer feature 
numbers; random search strategy obtains high performance feature subset by probability 
inference or random sampling mathematical model; the heuristic search strategy achieves 
a satisfactory set of features with fast and stable efficiency. Feature selection is a typical 
optimization problem. The methods of solving the optimization problem are divided into 
two types: gradient based methods [Vu-Bac, Duong, Lahmer et al. (2017)] and gradient-
free algorithms. When the objective function is differentiable, the gradient-based 
optimization method starts from a single point and seeks optimization along the gradient 
direction. It has the advantage of fast convergence speed, but it is easy to fall into local 
optimization. The gradient-free optimization algorithm is favored by the researchers 
because of its weak performance requirements and diversity of search directions. 
In the past two decades, intelligent algorithms based on heuristic and random search 
based on biological intelligence or natural phenomena (They are typical gradient-free 
algorithms.) have been widely used in machine learning, data mining, engineering design 
and other optimization fields. Intelligent algorithms have taken into account the 
advantages of heuristic and random search strategies. It effectively balances the global 
and local optimal search processes, combines them with Wrapper evaluation criteria to 
design feature selection methods, and improves the classification accuracy while 
increasing the speed of feature selection. Genetic algorithm [Spolaôr, Lorena and Lee 
(2018)] (GA), differential evolution algorithm [Xue, Fu and Zhang (2014)] (DE), particle 
swarm optimization [Fong, Wong and Vasilakos (2016)] (PSO), artificial bee colony 
[Muthuramalingam, Kumar and Anusheela (2011)] (ABC), ant lion optimization 
algorithm [Zawbaa, Emary and Parv (2015)] (ALO), grey wolf optimization [Emary, 
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Zawbaa and Grosan (2014)] (GWO) and hybrid algorithms [Zorarpaci and ÖzeA (2016)] 
are used in feature selection to find the optimal feature subset. 
Whale optimization algorithm is a new kind of heuristic random intelligent algorithm 
based on population.  By simulating the predation behavior of humpbacks, the local 
search ability of the algorithm is enhanced by the shrinking encircling mechanism and 
spiral ascending mechanism, while the global search ability of the algorithm is enhanced 
by the random learning strategy. It has the advantages of few control parameters, simple 
calculation, and strong ability to search optimal solution. It has successfully solved the 
optimization problems such as wind speed prediction [Wang, Du and Niu (2017)], 
classification of biotransformation liver drug toxicity [Tharwat, Moemen and Hassanien 
(2017)], feature selection [Sharawi, Zawbaa and Emary (2017)], and image segmentation 
[Aziz, Ewees and Hassanien (2017)]. However, whale optimization algorithm has the 
disadvantage of slow convergence speed. Many scholars have improved it. IWOA [Xiong, 
Zhang, Shi et al. (2018)] improves the individual’s updating method through differential 
evolution strategy and improves the global optimization ability of the algorithm; LWOA 
[Ling, Zhou and Luo (2017)] integrates Levy flight to enhance the diversity of the 
population and prevent premature convergence; CPWOA [Huang, Li, Song et al. (2018)] 
integrates cosine control factors so that the algorithm slows down the convergence speed 
in the early iteration to carry out a full global exploration. The polynomial variation is 
used to enhance the ability of the algorithm to jump out of the local optimal solution. In 
this paper, in order to better balance the local development and global exploration ability 
of WOA algorithm, a new adaptive neighborhood radius based on the mean distance from 
itself to other whales is designed to calculate the adaptive neighborhood. An improved 
whale optimization algorithm (HMNWOA) based on adaptive neighborhood and hybrid 
mutation strategy is proposed by using the optimal solution learning strategy to its own 
neighborhood instead of random learning strategy to enhance the algorithm exploration, 
while improving the algorithm convergence speed and combining Gaussian and Cauchy 
mutation operation to enhance the algorithm’s ability to jump out of the local optimal 
solution and improve the calculation accuracy of the algorithm. A feature selection 
algorithm based on binary HMNWOA is proposed. Twelve standard datasets from the 
UCI data repository test the effectiveness of HMNWOA for feature selection. The 
experimental results show that HMNWOA is superior to the six feature selection 
algorithms in improving the classification accuracy and reducing the number of features, 
and ensures that HMNWOA has strong search ability in the search feature space. 
This article is arranged as follows. The second section briefly introduces the whale 
optimization algorithm. The third section gives the detailed steps of HMNWOA. The 
fourth section describes the feature selection algorithm based on binary HMNWOA. The 
fifth section is experimental results and analysis. Finally, the sixth section summarizes 
the full text. 

2 Whale optimization algorithm 
For optimization problem 
min ( )
s.t .

f
≤ ≤

x
l x u

             (1) 
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where ( )f x  is single-objective optimization function; n∈x R  is n-dimensional decision 
variable; , n∈u l R is the upper and lower bounds of x . 
The whale optimization algorithm for solving the above optimization problems includes 
three renewal strategies: shrinking encircling mechanism, spiral update mechanism, and 
random search strategy. 
The mathematical model of the three strategies: 

, *, ,( 1) ( )i j j i jx t x t A d+ = − ⋅              (2) 
'

, *, ,( 1) ( ) (2 )bl
i j j i jx t x t e cos l dπ+ = + ⋅ ⋅              (3) 

, , ,( 1) ( )i j rand j i jx t x t A d+ = − ⋅              (4) 

where t  is the current iteration; *x  is the global best solution; b is a constant that 
determines the shape of solenoid; l  is a random number in [-1,1], randx represents 
randomly selecting a whale from the current population. 
When 0.5p <  and 1A ≤ , whales update their position via Eq. (2), else if 1A > , whales 
update their position via Eq. (4), , *, ,2 ( ) ( )i j j i jd rand x t x t= ⋅ ⋅ − , rand is a random 

number in [0,1]. Else, whales update their position via Eq. (3), '
, *, ,( ) ( )i j j i jd x t x t= − . 

3 The improved whale optimization algorithm 
The whale optimization algorithm has high computation accuracy, which has 
compromised the exploration and exploitation ability of the algorithm by controlling 
parameter A . However, it is strongly dependent on the global optimal solution of the 
population in the exploitation stage. By integrating hybrid mutation strategy [Kumar 
(1998)] into the whale optimization algorithm, a high-quality population can be obtained, 
thus accelerating the convergence of the algorithm and improving the calculation 
precision of the algorithm. In the exploration stage, the whale optimization algorithm 
adopts stochastic strategy to update positions, which has strong blindness. The quality of 
the solution at the exploration stage can be improved by introducing the reasonable 
neighborhood surrounding the whale and making it learn from the optimal individuals in 
the neighborhood. Therefore, for the whales in the exploration stage, the search radius of 
the adaptive neighborhood is given to them to learn from the optimal individuals in the 
adaptive neighborhood, so as to improve the quality of the solution quickly. In this paper, 
an improved whale optimization algorithm based on the adaptive neighborhood strategy 
and the hybrid mutation strategy (HMNWOA) is put forward. 

3.1 The adaptive neighborhood strategy 
In the exploration phase, whale individual uses a whale that are randomly selected in the 
current population to update position, and it is easy to miss the optimal solution. The 
results show that the neighborhood strategy has an improved influence on the 
performance of the algorithm. At present, the commonly used neighborhood topologies 
include ring, star, and von neumann topologies. However, adaptive neighborhood 
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selection is more suitable for the evolution of population. So, we designed an adaptive 
neighborhood radius calculation method and proposed an adaptive neighborhood search 
strategy to improve the computation performance of the whale optimization algorithm by 
using the useful information of the neighborhood. 
In the process of searching for prey, each whale individual searches within a range and 
communicates with other whales within the range to share information. In order to find 
the optimal position faster and improve the convergence speed of the algorithm, therefore, 
the design of effective search radius is the key to the planning of whale search range. For 
the i-th whale ( )i tx  in the current population, calculates its distance from other 
individuals ( ), 1,2, ,k t k i,k = N≠x   

( )2

, ,
1

( ) ( ) ( )
n

k
i i j k j

j
d t x t x t

=

= −∑              (5) 

Define the search radius ( )iR t  of the i-th whale as follow: 

 1
( )

( )
1

N
k
i

k
i

d t
R t

N
==

−

∑
             (6) 

that is, ( )iR t  represents the average distance from the i-th whale to others. With the 
adaptive change of the number of iterations t and individual i , the average value can 
remove individuals that are father away from the individual i , so that the individual i  
forms a reachable neighborhood with the visual range, narrowing the individual’s 
learning range, and reducing the individual’s blind search. The neighborhood iNb  of 
individual i  is: 

{ }( ) ( ) ( ) ( ), 1,2, ,k
i k i iNb t t d t R t k i,k = N= ≤ ≠x               (7) 

the best individual in neighborhood is ( ) arg ( )
k i

lbest
i k

Nb
t f

∈
=

x
x x . 

When 1A > , whale performs global adaptive neighborhood search. In order to enhance 
the ability to jump out of local optimality and increase the speed of convergence. The Eq. 
(4) are improved as follows: 

, , ,2 ( ) ( )lbest
i j i j i jd rand x t x t= ⋅ ⋅ −              (8) 

, , ,( 1) ( )lbest
i j i j i jx t x t A d+ = − ⋅              (9) 

The WOA algorithm randomly learns from an individual in the population. Assuming 
that the individual fitness value of the learned individual is poor, convergence speed will 
be reduced. The introduced adaptive neighborhood method can make the whale learn 
from the optimal solution to the neighborhood compared with the WOA algorithm. The 
individual being learned is not the worst, at least within the neighborhood, thus 
enhancing the ability of the algorithm to jump out of the local optimal and improving the 
speed of convergence. 
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3.2. Hybrid mutation strategy 
Based on the optimization algorithm of population, its global exploration ability and local 
development ability are contradictory to some extent, and it is necessary to reasonably 
balance the development and exploration ability. The WOA algorithm has strong 
development ability. At the same time, its exploration ability is weak and it is easy to fall 
into the local optimal solution. In order to overcome this shortcoming, a hybrid mutation 
strategy was designed, combining Gaussian and Cauchy mutation operation to enhance 
the algorithm’s ability to jump out of the local optimal solution. 
Gaussian mutation operation: 

' 1
, , , , , ,( 1) ( 1) ( , )i j i j i j i j i j i jx t x t c G µ σ+ = + + ⋅              (10) 

Cauchy mutation operation: 
' 2 ' '
, , , , , ,( 1) ( 1) ( , )i j i j i j i j i j i jx t x t c C µ σ+ = + + ⋅              (11) 

Hybrid mutation operation: 
' 1 1 2 2 ' '
, , , , , , , , , , , ,( 1) ( 1) ( , ) ( , )i j i j i j i j i j i j i j i j i j i j i j i jx t x t w c G w c Cµ σ µ σ+ = + + ⋅ ⋅ + ⋅ ⋅           (12) 

where , , ,( , )i j i j i jG µ σ  is a random number of Gaussian distribution; ' '
, , ,( , )i j i j i jC µ σ  is a 

random number of Cauchy distribution. ,i jµ , ,i jσ are the mean and variance of Gaussian 

distribution; '
,i jµ , '

,i jσ are the mean and variance of Cauchy distribution. 1
,i jc , 2

,i jc are the 

coefficients of Gaussian and Cauchy mutation. ( (0,1)+ (0,1))1 jN N
ij ijc e α βσ ⋅ ⋅= ⋅ , 

' '( (0,1)+ (0,1))2 ' jN N
ij ijc e α βσ ⋅ ⋅= ⋅ , 1

2n
α = , 1

2 n
β = . 1

,i jw , 2
,i jw are weights, for any i , j  the 

equation 1 2
, , 1i j i jw w+ =  needs to be satisfied. 

3.3 The proposed of HMNWOA plgorithm 
In order to improve the convergence speed of whale optimization algorithm and increase 
the diversity of population, an improved whale optimization algorithm based on adaptive 
neighborhood and hybrid mutation strategy (HMNWOA) is proposed. The HMNWOA 
algorithm implementation steps are as follows: 
Step 1: Initialize whale optimization algorithm parameters, such as population size N , 
dimension n , maximum number of iterations maxt , the shape of logarithmic spiral b . 
Step 2: Randomly initialize the whale population 0G  and record the best solution as 

*(0)x . 
Step 3: If 0.5p <  and 1A ≤ , according to Eq. (2) to update position. 
Step 4: If 0.5p <  and 1A > , according to Eqs. (5)- (7) to calculate the adaptive 
neighborhood iNb , then update their position by Eqs. (8)- (9). 
Step 5: If 0.5p ≥ , update position according to Eq. (3). 
Step 6: Update the position according to Eq. (12). 
Step 7: Fix the search individuals that go beyond the boundaries of the search space. 
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Step 8: Update the global best solution *( 1)t +x . 
Step 9: If terminal condition is met, output the best solution *( 1)t +x , *( ( 1))f t +x . 
Otherwise set 1t t= + , * *( ) ( 1)t t= +x x , and go to Step 3. 

4 HMNWOA algorithm for wrapper feature selection 
In this section, we discuss the binary HMNWOA method for feature selection [Zarshenas 
and Suzuk (2016)] and the fitness function calculation. Similarly [Mafarja and Mirjalili 
(2017)], for a feature set consisting of n  features, each feature subset is regarded as the 
position of whale that is an n  dimensional vector that each element is 0 or 1. “1” 
indicates that the corresponding feature is selected, while “0” indicates that the feature is 
not selected. 
Feature selection is a multi-objective optimization problem, requiring that the number of 
selected features be as few as possible, and that the accuracy of classification using this 
feature subset be as high as possible. These two conflicting goals can be translated into 
the following minimization issues: 

1 2min ( ) Rf error
n

λ λ = ⋅ + ⋅ 
 

xx              (13)  

where errorx represents the error rate of using the characteristic subset x for the KNN 
classifier; R  represents the number of selected features; n  is the number of features in 
the original dataset. 1 [0,1]λ ∈ , 2 11λ λ= −  indicate penalty factor [Emary, Zawbaa and 
Hassanier (2016)]. Using ( )f x  as the measure of the best subset, the relationship 
between feature numbers and classification accuracy is effectively balanced. 
For each feature ,i jx , the value can only be 0 or 1. Therefore, we need to binarize the 
variables ,i jx .In the initialization phase, set 0=l , 1=u . The ,i jx  is the j-th dimension of 
the i-th individual in the initialization population P . 

,
,

,

1          0.5

0         0.5
i j

i j
i j

x
x

x
>=  ≤

，

，
            1,2, , ; 1,2, ,i N j n= =              (14) 

From the Eq. (8), we can know that , [0,1]i jd ∈ . So, the method of binarization is as 
follows: 

,
,

,

1          0.5

0         0.5
i j

i j
i j

d
d

d
>=  ≤

，

，
             1,2, , ; 1,2, ,i N j n= =             (15) 

Since the calculation of , ( 1)i jx t +  in Eq. (2) and Eq. (9) is related to A , so 

,
'
,

,

11          ( 1)
2( 1)

10        ( 1)
2

i j

i j

i j

x t A
x t

x t A

 + > −+ = 
 + ≤ −


，

，

     1,2, , ; 1,2, ,i N j n= =               (16) 

The method of binarization of Eq. (3) is consistent with Eq. (15). 
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After Eq. (12) is updated, we perform a binary method as follows: 
'
,

max
,

'
,

max

1          ( 1)
( 1)

0         ( 1)

i j

i j

i j

tx t
t

x t
tx t

t

 + >+ = 
 + ≤


，

，

    1,2, , ; 1,2, ,i N j n= =               (17) 

In summary, the optimal model of feature selection can be expressed as: 

1 2min ( )

s.t.  {0,1}i

Rf error
n

x

λ λ = ⋅ + ⋅ 
 

∈

xx
             (18)  

For this feature selection optimization problem, HMNWOA algorithm is used to solve the 
problem. The pseudo code of HMNWOA for feature selection is shown in Algorithm 1. 

Algorithm 1: HMNWOA algorithm for feature selection 
Begin 
Initialize the parameters, population size N ,dimension n ,maximum number of iterations 

maxt ,the shape of logarithmic spiral b   
Randomly initialize the whale population 0G  and set 1t = , than use Eq. (14) to update 

0G  
Assess the objective function value for each search individual, * (0)x  is the best search 
individual 
While ( maxt t< ) 

For each search individual 
    If 0.5p <  

          If ( 1A ≤ ) 
               Use Eq. (2), Eq. (16) to update the search individual 
          Else 
              Find neighborhoods via Eqs. (5)- (7) and update the local best in neighborhoods 
              Use Eq. (8), Eq. (15), Eq. (9), Eq. (16) to update the search individual 
          End If 

Else 
    Use Eq. (3), Eq. (15) to update the search individual 

       End If 
       Use Eq. (12), Eq. (17) to update the search individual 

Fix the search individuals that go beyond the boundaries of the search space 
End For 

   Update the best search individual *( 1)t +x  
   1t t= +  
End While 
Output the best search individual *x  
End 
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5 Experimental results and analysis  
In order to test the performance of the HMNWOA algorithm for feature selection, 12 sets 
of data were selected for experimentation from the UCI database [Blake and Merz 
(1998)]. The description of the data is shown in Tab. 1. 

Table 1: List of datasets used in experiments 

Dataset No. of attribute Size 
Breastcancer 9 699 
BreastEW 30 569 
CongressEW 16 435 
HeartEW 13 270 
lonosphereEW 34 351 
KrvskpEW 36 3196 
Lymphography 18 148 
SonarEW 60 208 
Tic-tac-toe 9 958 
WaveformEW 40 5000 
WineEW 13 178 
Zoo 16 101 

The whale optimization algorithm is combined with the simulated annealing algorithm, 
and the tournament selection strategy is introduced to obtain the new algorithm 
WOASAT-2 in Mafarja et al. [Mafarja and Mirjalili (2017)]. We will compare 
HMNWOA algorithm with WOA, ALO, GA, PSO, Full, WOASAT-2 algorithms in 
[Mafarja and Mirjalili (2017)]. The Full indicates that all features are selected. The 
results of comparison are shown in Tab. 2. In this paper, set '

, , 0i j i jµ µ= = , '
, , 1i j i jσ σ= = , 

1 2
, , 0.5i j i jw w= = , population size 10N = , dimension n  is the characteristic number of 

each test data set; the number of iterations is 100, and each algorithm runs 5 times 
independently. 
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Table 2: Average of classification accuracy and number of features of 7 algorithms 

 
Dataset 

Algorithm 

WOA ALO GA PSO Full WOASAT-2 HMNWOA 

Breastcancer 0.96/6.40 0.96/6.82 0.96/5.09 0.95/5.72 0.94/9.00 0.97/4.20 0.97/4.10 

BreastEW 0.93/23.80 0.93/16.08 0.94/16.35 0.94/16.56 0.96/30.00 0.98/11.60 0.95/5.00 

CongressEW 0.93/10.00 0.93/6.98 0.94/6.62 0.94/6.83 0.92/16.00 0.98/6.40 0.97/3.20 

HeartEW 0.79/9.40 0.83/10.31 0.82/9.49 0.78/7.94 0.82/13.00 0.85/5.40 0.84/4.80 

lonosphereEW 0.87/22.40 0.87/9.42 0.83/17.31 0.84/19.18 0.87/34.00 0.96/12.80 0.96/6.20 

KrvskpEW 0.93/24.20 0.96/24.70 0.92/22.43 0.94/20.81 0.92/36.00 0.98/18.40 0.99/18.20 

Lymphography 0.78/10.80 0.79/11.05 0.71/11.05 0.69/8.98 0.68/18.00 0.89/7.20 0.89/6.80 

SonarEW 0.86/46.40 0.74/37.92 0.73/33.30 0.74/31.20 0.62/60.00 0.97/26.40 0.95/20.00 

Tic-tac-toe 0.76/8.40 0.73/6.99 0.71/6.85 0.73/6.61 0.72/9.00 0.79/6.00 0.80/5.60 

WaveformEW 0.71/33.60 0.77/35.72 0.77/25.28 0.76/22.72 0.77/40.00 0.76/20.60 0.80/28.60 

WineEW 0.95/7.40 0.91/10.70 0.93/8.63 0.95/8.36 0.93/13.00 0.99/6.40 0.97/4.60 

Zoo 0.96/8.80 0.91/13.97 0.88/10.11 0.83/9.74 0.79/16.00 0.97/5.60 0.97/4.80 

Average 0.87/17.63 0.86/15.89 0.85/14.38 0.84/13.72 0.83/24.50 0.92/10.92 0.92/9.38 

 
In Tab. 2, A/B indicates the accuracy of the classification/number of features, bold data 
represents maximum accuracy and minimum number of features. From Tab. 2, we can 
see that the selection of all features is less effective, wasting neither time nor improving 
the accuracy of the classification. Compared with WOA, ALO, GA, and PSO algorithms, 
the proposed algorithm has significantly improved the accuracy of classification. 67% of 
datasets have obtained an accuracy rate of more than 95%, and some have even reached 
99%. Compared with the WOASAT-2 algorithm, the HMNWOA algorithm has 50% 
better than the WOASAT-2 algorithm in terms of classification accuracy. In the remaining 
datasets, WOASAT-2 has better performance, but HMNWOA ranks second, and the gap 
with WOASAT-2 algorithm is within 0.03. Based on the average accuracy of algorithms 
in Tab. 2, it can be seen that the average accuracy of WOASAT-2 and HMNWOA 
algorithms are 92%, while the accuracy of other algorithms is about 85%. In terms of 
classification accuracy, the HMNWOA and WOASAT-2 algorithms performed 
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significantly better. In order to compare the classification accuracy of 7 algorithms more 
intuitively, Fig. 1 gives the accuracy of the classification of 12 sets of data by 7 
algorithms. As can be seen from Fig. 1, for all data sets, the HMNWOA algorithm has a 
high classification accuracy, ranking first or second. 
 

 
Figure 1: Average of classification accuracy of 7 algorithms 

As can be seen from Tab. 2, with the exception of the data set WaveformEW, the number 
of features selected for the remaining data set HMNWOA is less than the number of 
features selected by other algorithms, so the HMNWOA algorithm performs well. 
Moreover, the number of features selected by the two data sets of CongrissEW and 
SonarEW are significantly less than that of other algorithms. From the average value, we 
can see that the HMNWOA algorithm selects significantly fewer features. In terms of 
feature number, the HMNWOA algorithm performs better than other algorithms. In order 
to compare the feature numbers of the seven algorithms more clearly, Fig. 2 gives the 
feature numbers of the seven algorithms that classify the 12 sets of data. It can be seen 
from Fig. 2 that, except for the data set WaveformEW, the HMNWOA algorithm has the 
least number of features for other data sets, indicating that the method can reduce the 
number of features, use fewer features for accurate classification, and reduce 
classification time. 
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Figure 2: Average of number of features of 7 algorithms 

In summary, the HMNWOA algorithm is significantly superior to the WOA, ALO, GA, and 
PSO algorithms speaking of classification accuracy and feature numbers. Compared with the 
WOASAT-2 algorithm, the two algorithms perform equally in terms of classification 
accuracy, while the HMNWOA algorithm performs well in terms of feature number. 
Therefore, in order to analyze the accuracy of the classification and the number of features at 
the same time, the results of the two algorithms are statistically different, as shown in Tab. 3.  

Table 3: Difference between the results of WOASAT-2 and HMNWOA algorithms 
Dataset Accuracy Attributes 
Breastcancer 0 0.1 

BreastEW 0.03 6.6 

CongressEW 0.01 3.2 

HeartEW -0.09 0.6 

lonosphereEW 0 6.6 

KrvskpEW -0.01 0.2 

Lymphography 0 0.4 

SonarEW 0.02 6.4 

Tic-tac-toe -0.01 0.4 

WaveformEW -0.04 -8 

WineEW 0.02 1.8 

Zoo 0 0.8 

Average 0 1.54 
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The difference between the two algorithms is shown in Tab. 3. The data in the Table are 
the values subtracted from the results calculated by the WOASAT-2 and HMNWOA 
algorithms. From Tab. 3, it can be seen that the accuracy data marked in bold is negative, 
indicating that the accuracy of the WOASAT-2 algorithm is less than that of the 
HMNWOA algorithm. The number of features corresponding to these four data is greater 
than 0. Therefore, for these four datasets, the HMNWOA algorithm performs well in 
terms of accuracy and selection characteristics, achieving the goal of reducing the 
number of features while improving the classification accuracy. For the datasets used for 
the five sets of data marked by feature numbers, the HMNWOA algorithm has fewer 
feature numbers, and the accuracy gap is not large, within 0.03. It shows that the 
HMNWOA algorithm uses a few features to classify, achieves a relatively high accuracy 
rate, and saves classification time. There are four sets of data sets with the same 
classification accuracy of the two algorithms, but the HMNWOA algorithm reduces the 
number of features. For the average value, the HMNWOA algorithm selects fewer 
features under the same accuracy. In summary, the two algorithms have their own 
advantages. In general, the HMNWOA algorithm can reduce the number of features, and 
at the same time, the accuracy is relatively high.  
In order to compare the performance of all algorithms as a whole, Fig. 3 gives the 
average accuracy and feature numbers of the 12 data sets tested by 7 algorithms. As can 
be seen from Fig. 3(a), in terms of accuracy, Full<PSO<GA<ALO<WOA<WOASAT-
2=HMNWOA. From Fig. 3(b), it can be seen that from the feature number, the 
performance of the algorithm is Full<WOA<ALO<GA<PSO<WOASAT-2<HMNWOA. 
Therefore, the HMNWOA algorithm has the best performance regardless of the accuracy 
or the number of features, indicating that the algorithm can accurately classify while 
reducing the number of features. 

      
          (a) Accuracy                                                     (b) Number of features 

Figure 3: Average accuracy and number of features of the 12 data sets tested by 7 algorithms 

Tabs. 4-6 show the average, minimum, and maximum of the fitness values calculated by 
the five algorithms for all datasets. Among them, bold data represent the minimum value 
calculated by all algorithms. From Tabs. 4-6, we can see that the HMNWOA algorithm 
calculates that the average and minimum values of fitness are better than other algorithms, 
and the maximum value is also smaller than other algorithms, indicating that the 
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algorithm is relatively stable and when applied to feature selection, the effect is very 
good, so that the objective function value can be minimized. 

Table 4: Mean fitness values obtained from the different approaches 

Dataset 
Algorithm 

ALO GA PSO WOASAT-2 HMNWOA 

Breastcancer 0.02 0.03 0.03 0.04 0.03 

BreastEW 0.03 0.04 0.03 0.03 0.05 

CongressEW 0.05 0.04 0.04 0.03 0.03 

HeartEW 0.12 0.14 0.15 0.16 0.16 

lonosphereEW 0.11 0.13 0.14 0.04 0.05 

KrvskpEW 0.05 0.07 0.05 0.02 0.02 

Lymphography 0.14 0.17 0.19 0.11 0.11 

SonarEW 0.18 0.13 0.13 0.03 0.06 

Tic-tac-toe 0.22 0.24 0.24 0.21 0.21 

WaveformEW 0.21 0.20 0.22 0.25 0.20 

WineEW 0.02 0.01 0.02 0.01 0.03 

Zoo 0.07 0.08 0.10 0.04 0.02 

Table 5: Minimum fitness values obtained from the different approaches 

Dataset 
Algorithm 

ALO GA PSO WOASAT-2 HMNWOA 

Breastcancer 0.02 0.02 0.03 0.03 0.02 

BreastEW 0.03 0.02 0.02 0.02 0.04 

CongressEW 0.03 0.03 0.03 0.02 0.02 

HeartEW 0.11 0.12 0.13 0.13 0.13 

lonosphereEW 0.10 0.09 0.12 0.03 0.04 

KrvskpEW 0.03 0.03 0.03 0.02 0.01 

Lymphography 0.08 0.12 0.14 0.09 0.09 
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SonarEW 0.13 0.07 0.07 0.01 0.05 

Tic-tac-toe 0.20 0.21 0.21 0.20 0.20 

WaveformEW 0.19 0.19 0.21 0.23 0.19 

WineEW 0.00 0.00 0.00 0.00 0.02 

Zoo 0.04 0.00 0.03 0.00 0.00 

Table 6: Maximum fitness values obtained from the different approaches 

Dataset 
Algorithm 

ALO GA PSO WOASAT-2 HMNWOA 

Breastcancer 0.03 0.04 0.03 0.04 0.04 

BreastEW 0.04 0.05 0.05 0.04 0.06 

CongressEW 0.06 0.06 0.04 0.05 0.04 

HeartEW 0.13 0.14 0.18 0.18 0.19 

lonosphereEW 0.12 0.16 0.17 0.05 0.05 

KrvskpEW 0.07 0.13 0.07 0.02 0.02 

Lymphography 0.16 0.27 0.27 0.14 0.13 
SonarEW 0.26 0.23 0.22 0.05 0.08 

Tic-tac-toe 0.24 0.26 0.27 0.23 0.23 

WaveformEW 0.22 0.21 0.23 0.26 0.21 

WineEW 0.03 0.03 0.03 0.03 0.46 

Zoo 0.12 0.18 0.21 0.10 0.09 

6 Conclusions 
At present, the swarm intelligence algorithm is the most influential method for solving 
optimization problems. It has become the focus of research on balancing the global 
search and local search capability, improving the convergence speed and calculation 
accuracy, and expending the application field of the algorithm. In this paper, a new 
adaptive neighborhood generation strategy is designed to reduce the blindness brought by 
random learning in the WOA algorithm, and the hybrid mutation strategy based on 
Gaussian mutation operator and Cauchy mutation operator is used to improve exploration 
capability. A whale optimization algorithm based on optimal neighborhood and hybrid 
mutation strategies (HMNWOA) is proposed to enhance the exploration and exploitation 
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ability of the algorithm. The standard data set verifies that the new method improves the 
classification accuracy while effectively reducing the number of features, which is 
superior to the current intelligent algorithm for feature selection. In the future, we can 
combine HMNWOA with other classification algorithms (other than KNN), or use it in 
feature selection algorithms based on a mixture of filtering and wrapper methods, and 
further explore the feature selection method on the basis of the WOA algorithm. It 
provides an effective data pretreatment method for big data research. Secondly, in this 
paper, we use whale optimization algorithm to solve the problem of engineering 
optimization, while geometric computing [Ghasemi, Park and Rabczuk (2017); Ghasemi, 
Park and Rabczuk (2018)] is a mathematical optimization problem. So in the next work, 
we try to use whale optimization algorithm to solve geometric optimization problems and 
further broaden the application field of whale optimization algorithm. In addition, the 
idea of genetic algorithm is applied to whale optimization algorithm, and it is coded to 
solve the integer optimization problem [Anitescu, Atroshchenko, Alajlan et al. (2019)]. 
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