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Abstract: Deep deterministic policy gradient (DDPG) has been proved to
be effective in optimizing particle swarm optimization (PSO), but whether
DDPG can optimize multi-objective discrete particle swarm optimization
(MODPSO) remains to be determined. The present work aims to probe into
this topic. Experiments showed that the DDPG can not only quickly improve
the convergence speed of MODPSO, but also overcome the problem of local
optimal solution that MODPSO may suffer. The research findings are of great
significance for the theoretical research and application of MODPSO.
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1 Introduction

Particle swarm optimization (PSO), a swarm intelligence algorithm, was proposed by Bai et al.
[1] in 1995. PSO is inspired by foraging behaviors of bird, information about the food will be shared
among these birds. PSO can solve optimization problems with a continuous solution space, but it is
invalid in discrete solution space optimization problem. Therefore, Zheng [2] proposed binary particle
swarm optimization (BPSO) in 1997, and later, a variant of BPSO called discrete particle swarm
optimization (DPSO) was put forward. For BPSO cannot solve combination optimization problem
with ordered structure expression and constraint condition [3], therefore DPSO is more widely used
than BPSO. However, DPSO cannot solve multi-objective problems in practical applications. Drawing
lessons from the multi-objective particle swarm optimization (MOPSO) proposed by Feng et al. [4]
in 2002, the multi-objective discrete particle swarm optimization (MODPSO) combines DPSO with
MOPSO, can make up for the shortcomings of DPSO.

The static hyperparameter configuration has been proved to be an important factor constraining
the performance of PSO, especially in convergence speed and local optimal solution. Therefore, Lu et
al. [5] explored dynamic setting of PSO hyperparameters based on deep deterministic policy gradient
(DDPG) in 2021.

The configuration of hyperparameters of MODPSO and PSO is static. For example, value of
the positive acceleration constant [6] is usually 2 in MODPSO [7] and PSO [8], this means static
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hyperparameter configuration of MODPSO may be an important factor constraining the performance
of the algorithm as well as PSO. Therefore, determining whether DDPG can improve the performance
of MODPSO is of great significance for promoting the theoretical research and real-world application
of MODPSO.

In this logic, this paper explored whether DDPG could improve the performance of MODPSO,
basic idea is that DDPG initially generates random hyperparameters for MODPSO, MODPSO
gives good or bad reward to DDPG after adopting these hyperparameters, DDPG will generates
new hyperparameters for MODPSO according to the reward from MODPSO. Steps of MODPSO
are presented in Section 2. Frame of DDPG is presented in Section 3. Steps of deep deterministic
policy gradient multi-objective discrete particle swarm optimization (DDPGMODPSO) is presented
in Section 4, which is the development of MODPSO. Experimental results are presented in Section 5.
Conclusion is presented in Section 6.

2 MODPSO

To compare DDPGMODPSO and MODPSO, the fitness function proposed by Sun et al. [7] was
adopted, and the calculation method is as follow.⎧⎪⎪⎨
⎪⎪⎩

Min(Cost) =Min{
m∑

i=1

Ti,process × [3.66 + 0.002 × (
n∑

j=1

Sdj,memory +
h∑

k=1

Smk,memory)]}

Min(Time) =Min(
m∑

i=1

Ti,process)

(1)

Materialized view is an important term in database and data house, the above multi-objective
function is about to reduce cost and time of materialized view. i represents the ith query, j represents
the jth base table, k represents the kth materialized view, Ti,process represents time used for the ith query,
Sdj,memory represents storage used for the jth base table, Smk,memory represents storage used for the kth
materialized view.

The MODPSO process designed by Sun et al. [7] is as follows.

Input: Discrete solution space;

positive acceleration constants c1 and c2;

number of particles;

number of training epochs.

Output: Optimal solution.

Step 1: Initialize the particle swarm, determine particle speed and position randomly, and deal
with the illegal position.

Step 2: Calculate individual fitness values Cost(xi(t)) and Time(xi(t)).

Step 3: If individual fitness values greater than individual optimal fitness values, update the
individual optimal fitness values as follows.{

Cost(pbesti) >Cost(xi(t))
Time(pbesti) >Time(xi(t))

(2)
⎧⎨
⎩

Cost(pbesti) =Cost(xi(t))
Time(pbesti) =Time(xi(t))

pbesti=xi(t)
(3)
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Step 4: If individual optimal fitness values greater than global optimal fitness values, update the
global optimal fitness values as follows.{

Cost(gbesti) >Cost(xi(t))
Time(gbesti) >Time(xi(t))

(4)
⎧⎨
⎩

Cost(gbesti) =Cost(xi(t))
Time(gbesti) =Time(xi(t))

gbesti=xi(t)
(5)

Step 5: Update velocity for each particle.

vi(t) = vi(t−1)+ρ1 × (xpbesti−xi(t))+ρ2 × (xgbest−xi(t)) (6)

where random number ρ1 = r1 × c1, ρ2 = r2 × c2, r1∼U(0, 1), r2∼U(0, 1).

Step 6: Update particle position as follows.{
xi(t) =xi(t−1)+vi(t)

t = t + 1 (7)

Deal with the illegal position.

Step 7: Judge whether the training is terminated. If it is terminated, output the result; otherwise,
go to Step 2.

It is necessary to noted that illegal position means position not in the discrete solution space, the
way we deal with illegal position is replace it by the nearest position in the discrete solution space.

3 DDPG

DDPG was proposed by Zhao et al. [9] in 2015, it combines deterministic policy gradient (DPG)
and deep Q-network (DQN) with the actor-criticalgorithm as a framework. Fig. 1 shows the structure
of DDPG, which is mainly composed of Environment (MODPSO), Agent (Actor Network and Critic
Network), State (st and st+1) , Action (at) and Reward (rt).
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Figure 1: Structure of DDPG
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The components of the DDPG are specified as follows.

(1) Environment

Actor network and critic network obtain the optimal hyperparameters c1 and c2 by continuously
interacting with MODPSO, and then apply c1 and c2 to MODPSO, so MODPSO is set as the
Environment here.

(2) Agent

Since actor network and critic network are the only elements that can interact with the Environ-
ment, the actor network and the critic network are used as Agent here.

(3) Action

Actions are c1 and c2.

(4) State

State have six dimensions. The first five dimensions represent the change in the average fitness
value of MODPSO in the past, and the last dimension represents the current number of training epochs
of MODPSO. The calculation method is as follows.

sit = fitmeant+4−i − fitmeant+3−i (8)

s5t = t
Tmax

(9)

where sit represents state vector of the t-th training epoch and the i-th dimension. The value range
of i is [0, 4]. Where Tmax indicates the maximum number of training epochs and fitment indicates the
average fitness value of particles in the t-th training epochs of MODPSO.

(5) Reward

State of the Environment is transferred, and Environment then gives Reward to Agent according
to Agent’s action. The setting of Reward is related to whether the global optimal fitness value has
changed. The calculation method is as follows.

ri =
{

1, Global optimal fitness value changed
−1, Global optimal fitness value not changed (10)

4 DDPGMODPSO

Inspired by deep deterministic policy gradient particle swarm optimization (DDPGPSO) pro-
posed by Lu et al. [5], this paper proposed DDPGMODPSO. DDPG initially generates random
hyperparameters for MODPSO, MODPSO gives good or bad reward to DDPG after adopting
these hyperparameters, then DDPG will generates new hyperparameters for MODPSO according the
reward from MODPSO.

The DDPGMODPSO process designed in the this work is as follows.

Input: Discrete solution space;

the number of particles;

number of training epochs for MODPSO Tmax;

number of training epochs for DDPG Trainmax.
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Output: Optimal solution.

Step 1: Randomly initialize the parameters of the current policy network μ(s|θμ) and current Q-
network Q(s, a|θQ), i.e., θμ, and θQ.

Step 2: Randomly initialize the parameters of target policy network μ(s|θμ′
) and target Q-network

Q(s, a|θQ′
): θμ′ ← θμ, θQ′ ← θQ.

Step 3: Initialize experience replay pool R.

Step 4: Execute Step 1 to Step 4 of the MODPSO algorithm.

Step 5: While episode is less than Trainmax.

Step 6: Initialize a random process to explore Action;

Step 7: Receive initial observations s1 of Environment (particle swarm).

Step 8: While t is less than Tmax.

Step 9: Choose Action according to the current strategy and explore noise. The specific process is
as follows.

at = μ(st|θμ) + Nt (11)

Step 10: Execute Action at in Environment, then observe Reward rt and new State st+1;

Step 11: Save (st, at, rt, st+1) to R as a data set for training the current network;

Step 12: Randomly sample a minimum batch of N groups of data from R as training data of the
current Q-network, and set yi.

yi = ri + γ Q′(si+1, μ′(si+1|θμ′
)|θQ′

) (12)

Step 13: Update current Q-network by minimizing the loss function, and the minimum loss
function is expressed as follows.

L = 1
N

N∑
i=0

(yi − Q(si, ai|θQ))
2

(13)

Step 14: Use the gradient of the sample to update actor network as follows.

∇θμJ ≈ 1
N

∑
i

(∇aQ(s, a|θQ)|s = si, a = μ(si) · ∇θμμ(s|θμ)|s = si) (14)

Step 15: Update target network.

θQ′ ← τθQ + (1 − τ)θQ′
(15)

θμ′ ← τθμ + (1 − τ)θμ′
(16)

where τ is the parameter update rate, which is generally set at 0.0001.

Step 16: t++.

Step 17: episode++.

Step 18: Save the weights of the trained actor network;

Step 19: Execute Step1 to Step 4 of the MODPSO algorithm;

Step 20: While t is less than Tmax.
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Step 21: Calculate the current State and update the global optimal fitness value.

Step 22: According to current policy network μ(s|θμ) and current State, get the current Action,
calculate c1 and c2;

Step 23: Execute Step 5 to Step 6 of the MODPSO algorithm.

Step 24: t++.

5 Experimental Results and Analysis
5.1 Experimental Setup

The discrete solution space (the experimental data) in this paper is the same as Sun et al. [7]. Tab. 1
shows the specifics of the data.

Table 1: Specifics of the data

Parameters Comment

Storage Storage space occupied by base tables and materialized views
Time Time and Storage have a unique correspondence, so it only participate in the

calculation of fitness value

Tab. 2 shows the setup of MODPSO.

Table 2: Setup of MODPSO

Parameters Values

Size of discrete solution space 312
Number of particles 10
Particle coordinates Storage
Training times 100

Tab. 3 shows the setup of actor network.

Table 3: Setup of actor network

Layer name Output dimension Input

Input 6 —
L0 layer 400 Input
L1 layer 300 L0 layer
Output 2 L1 layer
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Tab. 4 shows the setup of critic network.

Table 4: Setup of critic network

Layer name Output dimension Input

Input 1 6 —
Input 2 2 —
Stitching layer 8 Input 1 and Input 2
L0 layer 400 Stitching layer
L1 layer 300 L0 layer
Output 1 L1 layer

5.2 Result and Analyses
Ten sets of experiments were carried out on MODPSO and DDPGMODPSO separately, experi-

mental result is showd in Tab. 5.

Table 5: Experimental result

Experiment id MODPSO DDPGMODPSO
Global optimal value is
found or not

Steps Global optimal value is
found or not

Steps

1 No None No None
2 Yes 54 No None
3 Yes 58 Yes 57
4 No None Yes 76
5 No None Yes 9
6 No None Yes 13
7 No None Yes 20
8 No None Yes 20
9 No None No None
10 No None Yes 90

As showed in Fig. 2, DDPGMODPSO outperformed MODPSO.

As showed in Fig. 3, Among the 10 experiments, MODPSO only found the global optimal value
in two experiments, while DDPGMODPSO found the global optimal value in seven experiments.
Therefore, DDPGMODPSO is significantly better than MODPSO in finding the global optimal
fitness value.

As is showed in Fig. 4, In the two experiments in which MODPSO found the global optimal fitness
value, MODPSO took an average of 56 steps to reach the global optimal fitness value; in the seven
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experiments in which DDPGMODPSO found the global optimal fitness value, DDPGMODPSO took
an average of 41 steps. Therefore, DDPGMODPSO converges faster than MODPSO.

Figure 2: Experimental result

Figure 3: Number of times the global optimal value was found

Figure 4: Average number of steps the global optimal value was found
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6 Conclusion

In the present work, we explored how the DDPG can improve the performance of MODPSO.
Experiments revealed that DDPGMODPSO outperformed MODPSO in discovering the optimal fit-
ness value and converged faster than the latter. Therefore, it was verified that DDPG can significantly
improve the global optimal fitness value discovery capability and convergence speed of MODPSO.
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