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Abstract: Accurate recognition of person identity is a critical task in civil society
for various application and different needs. There are different well-established
biometric modalities that can be used for recognition purposes such as face, voice,
fingerprint, iris, etc. Recently, face images have been widely used for person
recognition, since the human face is the most natural and user-friendly recognition
method. However, in real-life applications, some factors may degrade the recog-
nition performance, such as partial face occlusion, poses, illumination conditions,
facial expressions, etc. In this paper, we propose two dynamic feature subset
selection (DFSS) methods to achieve better recognition for occluded faces. The
proposed DFSS methods are based on resilient algorithms attempting to minimize
the negative influence of confusing and low-quality features extracted from
occluded areas by either exclusion or weight reduction. Principal Component
Analysis and Gabor filtering based approaches are initially used for face feature
extraction, then the proposed DFSS methods are dynamically enforced. This is
leading to more effective feature representation and an improved recognition per-
formance. To validate their effectiveness, multiple experiments are conducted and
the performance of different methods is compared. The experimental work is car-
ried out using AR database and Extended Yale Face Database B. The obtained
results of face identification and verification show that both proposed DFSS meth-
ods outperform the standard (static) use of the whole number of features and the
equal feature weights.

Keywords: Biometrics; dynamic feature subset selection; feature subset selection;
identification; occluded face recognition; quality-based recognition; support vector
machine; verification

1 Introduction

Biometrics has long been known as a robust approach for person recognition, using various
physiological/behavioral traits such as face, voice, fingerprint, iris, gait, etc. [1]. The majority of existing
real-world biometric systems are based on unimodal biometric recognition, which makes use of a single
biometric modality and needs to be accurately enrolled in database for training the algorithm, then needs
to be sufficiently acceptable and usable in recaptured probe or test samples for achieving successful

This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.

Intelligent Automation & Soft Computing
DOI:10.32604/iasc.2022.019538

Article

echT PressScience

mailto:Nalsaedi0024@stu.kau.edu.sa
http://dx.doi.org/10.32604/iasc.2022.019538


recognition. Thus, such biometric systems may still suffer from several limitations, especially with
unexpected or uncontrolled test or query data used to probe the biometric system, such as occlusions,
variations, noise, and low quality [2,3].

Face recognition is deemed as the most intuitively natural, user-friendly, and non-intrusive biometric
measure to recognize a person, which has been employed in daily life for several effective purposes, such
as identification, re-identification, authentication, and retrieval. Recently, face recognition techniques have
achieved high performance on some public databases [4,5]. However, in most real-life applications, face
recognition accuracy may degrade by inevitable causes, such as occlusion, facial expressions, poses, and
illumination [4,6]. Face occlusion is a common challenging problem studied extensively in recent years
[4,7–12]. Nowadays, the situation of the global coronavirus (COVID-19) pandemic obligates billions of
people worldwide to wear face masks legally or even compulsory. Hence, the wide spread of commonly
masked faces everywhere has become a serious concern to be considered and a real challenge to be
confronted by face biometric systems for person identification or verification (authentication). For
instance, several security-related face recognition issues have been escalated in many regions after dozens
of crimes committed by criminals taking advantage of COVID-19 face-covering rules.

Fig. 1 demonstrates a surveillance footage publicized by FBI and Naperville police of a bank robbery in
January 2021, showing two suspects unsuspiciously wearing required COVID-19 masks. Human faces can
be partially covered by natural occlusions such as a beard, hair, and other human parts like hands, or
alternatively by intentional occlusions with other objects such as masks, sunglasses, and scarfs [13], as
shown in Fig. 2. When a face is occluded or obscured, standard feature extraction and selection methods
may ignore likely negative effects caused by occlusions and do not address occluded areas with any
special treatment or adaptive processing, they may rather not be able to perceive such occlusions or
detect them as abnormal cases or anomaly aspects. This in turn, may severely degrade the overall system
performance. Several previous research studies investigate the use of local feature extraction methods to
solve the problem of the partially occluded face image recognition [7,14,15].

A method for partially occluded face recognition was proposed by Jianxin et al. [7] based on feature and
sparse representation of block-oriented gradient histogram and local binary mode. Their proposed algorithm
was designed to segment the face image and extract Histogram of Oriented Gradient (HOG) and Local
Binary Pattern (LBP) features from each block, to obtain the HOG-LBP joint features of each block of
the image. Then apply classification and identification by sparse representation reconstruction residual.
This algorithm achieved a better recognition rate and more robustness when compared with other
traditional algorithms.

Figure 1: Two suspects with occluded faces by legal masks [ABC 7 Chicago]
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In Li et al. [12], two different approaches for masked faces recognition was proposed. The first approach
was attention-based, where attention module is adopted to focus on the area around eyes, which shows
superior performance on masked face recognition over the other attention modules based on their
comparison. The second approach was a cropping-based, as they explored the optimal cropping for each
casein masked face recognition, where their experimental results of this approach show improvement in
recognition performance. Also, Mi et al. [15] partially occluded face images were analyzed to be
recognized by dividing images into several blocks, then an indicator based on a linear regression
technique is used to determine whether a block is occluded. After that, unoccluded blocks are used in a
sparse representation-based classifier (SRC) to determine unknown faces. While the proposed method in
Sharma et al. [14] for partially occluded face recognition was implemented by dividing each image into
sub-images and detect occluded regions using eigenfaces, then Gabor filters are used to extract features
from unoccluded sub-images, where matching is performed only for those unoccluded sub-images. Wu
et al. [11] proposed a partial occlusion facial attitude estimation algorithm based on HOG in the direction
of the pyramid. Their proposed method divides a detected face horizontally into two sub-regions, to
predict the existence of any occlusions in these two sub-regions individually. Finally, pyramid HOG
features are extracted from non-occluded sub-regions and used with a Support Vector Machine (SVM)
classifier. Song et al. [16] developed an occluded face recognition approach based on Pairwise
Differential Siamese Network (PDSN). A mask dictionary firstly established using the differences
between the top convoluted features of occluded and non-occluded face pairs, which indicated the
correspondence between occluded facial areas and damaged feature elements. The experimental results on
synthesized and realistic occluded face datasets demonstrate their proposed approach with a high
performance with respect to the state-of-the-art results. However, their requirements of paired pictures are
difficult to be satisfied in real-life applications [12].

It can be concluded from most earlier studies that, the recognition accuracy can be enhanced, when the
occlusion is detected and eliminated before classification [11,14–17]. Hence, in this research, unlike most
existing occluded face recognition approaches, we propose two dynamic feature quality-based subset
selection methods that either exclude or minimize the undesirable effects of face occlusions. As such, this
research explores feature subset selection techniques capable to dynamically select an optimal subset with
the most effective features and dynamically enforce feature vector resizing or features reweighting. This
may lead to efficient representation of an input face image sample, effective minimization of face feature
dimensionality, and improved face recognition performance.

The main contributions of this research are aimed to present:

� A new proposed dynamic feature subset selection method, with dynamic feature vector size, based on
feature quality analysis and assessment of probe samples.

Figure 2: Examples of normal face image and partially occluded face image
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� A new proposed dynamic feature subset selection method, with dynamic weighting for a feature
subset, based on feature quality analysis and assessment of probe samples.

� An investigation of the effects and performance of using the proposed dynamic feature subset
selection methods in a verity of occluded face biometric recognition tasks.

� Performance comparisons between the proposed dynamic feature subset selection approaches and
their standard counterparts using the standard feature vector size and equal feature weights.

The rest of this paper is organized as follows. Section 2 shows the quality analysis and assessment
method, followed by describing two proposed dynamic feature subset selection approaches. The research
methodology including a brief background about the used databases, feature extraction methods,
preprocessing of face images, and the classifier used in our experiments is described in Section 3. Section
4 demonstrates the experiments and results. The research is eventually concluded in Section 5.

2 Proposed Occluded Face Recognition Method

In this research, we propose two Dynamic Feature Subset Selection (DFSS) methods, based on the
appearance quality of the probe image, to improve recognition performance and robustness against
various possible forms of face occlusions. Fig. 3 summarizes and illustrates an overview of the proposed
DFSS approach for enhanced occluded face identification and verification. Other than standard processes,
the training is followed by an additional process, where the dynamicity takes place on training data to
reconstruct the templates corresponding to the dynamic size or weight, as decided by the quality-based
analysis and assessment in the test phase. In consequence, the first step for testing is to analyze and
assess the probe image quality to determine whether it contains any occlusion, then the proposed DFSS is
appropriately applied.

The first DFSS method is based on dynamic size for the biometric feature vector, changing the selected
number of features based on the probe image quality, whilst the second DFSS method is based on dynamic
weighting for features affected by occlusion in the probe image in terms of quality. Note that both DFSS
methods initially handle the training data in the same manner as standard face biometric feature extraction
methods, unless occlusions are detected. Nevertheless, the dynamic feature selection process is entirely
based on the quality assessment of the probe (test) image and is applied first to the probe data images
then accordingly reconstructing face templates of the training data images before matching.

Figure 3: Overview of the proposed DFSS approach for face recognition
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2.1 Quality Analysis and Assessment

A biometric sample is deemed of good quality if “it is suitable for automated matching” [3], where face
quality can be affected by occlusion, illumination, pose, aging, and expression [3,18]. In this research, face
occlusions are the main quality attribute to be considered in the proposed DFSS approach. Therefore, we
classify face images based on occlusion into four categories, which are normal face image (no occlusion),
face with sunglasses occlusion (eyes area is occluded by sunglasses/object), face with scarf occlusion
(lower face area including mouth and maybe nose is occluded by scarf/mask/object), and face with
vertical side occlusion (one side/half of the face is vertically occluded by hair/object). As such, a normal
face image is considered as a high-quality image. Therefore, the whole extracted feature set is standardly
used in this case, whereas an image of a face with sunglasses, scarf, or side occlusion is considered as a
low-quality image, where the DFSS resizing or reweighting will be applied and takes place in such cases.

To detect the existence of occlusion and assess a probe image quality, we use a Support Vector Machine
(SVM) classifier as it is often used and provides prompt and accurate results for occlusion existence
classification [12,19,20]. The SVM classifier was trained to classify images into one of the four
aforementioned categories (i.e., normal face image, image with sunglasses occlusion, image with scarf
occlusion, and image with side occlusion). When a face image is classified as an image with sunglasses,
scarf, or side occlusion, the occlusion area is determined using watershed algorithm, which is an
automatic and unsupervised algorithm for region segmentation. It based on the representation of a
monochrome image as a 3D topographic relief, where the intensity of a pixel in the image represents the
elevation of the corresponding position. The topography is flooded with water, where watersheds are lines
dividing different regions [21]. For simplicity, the monochrome image is represented by the function
f : Z2 ! Z, where f xð Þ is the grey value of the pixel. A section of f at level i is a set X fð Þ defined as:
Xi fð Þ ¼ x 2 Z2 : f xð Þ � i

� �
(1)

The expected output of the watershed algorithm is a partition of the image composed of regions (sets of
connected pixels belonging to the same local minimum) and watershed pixels (the borders between the
regions). Fig. 4 shows an example of each of the four categories of occlusion detected using the
watershed algorithm to segment occlusions in data samples of occluded face images.

Figure 4: Examples of low-quality occluded face images, in each pair, left is the original image and right is
the detected and segmented occlusion
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2.2 Dynamic Features Subset Selection (DFSS)

2.2.1 Dynamic Size for Feature Vectors
The first proposed feature subset selection method is based on adopting a dynamic feature vector size

after the standard feature selection phase, where face features are initially extracted in this research study
using either Principal Component Analysis (PCA) or Gabor filters. This method is achieved by
minimizing the number of features, when a given probe/test sample for recognition is assessed as a low-
quality face image, implicating some occluded areas and confusing features. Thus, only effective
significant features—other than occluded ones—are used to compose a reduced-size feature vector for
matching and recognition. Such that, in case of low-quality probe face image, the result of the quality
assessment phase indicates a detected occlusion as either sunglasses, scarf, or side category.
Consequently, the extracted feature vector using Gabor filters is minimized by PCA and limited to the
most high-quality relevant unoccluded features, whereas the extracted feature set using PCA is further
minimized to the most high-quality relevant features by selecting the top-k principal components.

2.2.2 Dynamic Weighting for Selected Features
The second proposed feature selection method is based on using the whole extracted feature vector,

and applying dynamic weighting for detected low-quality features. This method adopts a fixed-size

Algorithm 1: Dynamic feature vector size

1. INPUT: Test face image

2. Detect occlusion in Test face image

3. IF: occlusion existence = = true

4. THEN: face quality = low

5. ELSE: face quality = high

6. END IF

7. IF: face quality = low

8. THEN:

9. Remove occlusion area from Test image

10. Remove the same Test occlusion area from Train images

11. Apply feature extraction to Test and Train face image

12. Select only top-k high-quality unoccluded features

13. Minimize size of Test face feature vector based on top-k

14. Resize all Training face feature vectors accordingly

15. ELSE:

16. Use full-size for Test and all Training face feature vectors

17. END IF

18. Match Test and Training feature vectors

19. RETURN recognized person identity
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feature vector for both high quality, and low-quality images, but a minimized range of features based on the
quality of features.

After segmentation, the features extracted from occlusion pixels are set a minimized range smaller
than the remaining face pixels, by multiplying it by a weight value within (0–1) after normalization.
Whereas face features inferred from unoccluded face pixels are used after normalization without any
change in its weight values. On the other hand, when a probe image is assessed as a high-quality image
indicating no occlusions, a standard feature vector is used as it is after normalization. This DFSS method
can be achieved using the Algorithm 2.

3 Methodology

3.1 Databases

In this research, two different databases are used for conducting the experimental work, the first is the
AR database [22] and the second is the Extended Yale Face Database B [23,24]. The usage of these different
face image databases enables evaluation and comparison of variation in recognition performance of the
proposed DFSS techniques from different aspects and on different real or synthesized occlusions.

AR database is one of very few databases containing a number of face images with real occlusion for
each person in the database. Therefore, it has been widely used as the standard database to evaluate
recognition performance on occluded faces for several algorithms [12,25,26]. It consists of 126 distinct
persons, 70 males, and 56 females. There are 26 different images with variation in illumination
conditions, expressions, and occlusions. Fig. 5 demonstrates a number of AR database face samples used
for training.

Algorithm 2: Dynamic feature weighting

1. INPUT: Test face image

2. Detect occlusion in Test face image

3. IF: occlusion existence = = true

4. THEN: face quality = low

5. ELSE: face quality = high

6. END IF

7. IF: face quality = low

8. THEN:

9. Segment occlusion pixels

10. weighted occlusion pixels = occlusion pixels × reduced weight

11. Replace occlusion pixels with weighted occlusion pixels

12. ELSE:

13. Use same weight for Test and all Training face feature vectors

14. END IF

15. Match Test and Training feature vectors

16. RETURN recognized person identity
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Extended Yale B database has been commonly used to evaluate the recognition performance of
different algorithms under synthesized occlusions [12,25,26]. It consists of 16128 images of 28 distinct
persons with nine different poses, and 64 various illumination conditions. Fig. 6 presents a few samples
of Extended Yale Database B used for training.

Figs. 7 and 8 show some face probe samples used for testing from AR and Extended Yale Database B
databases, respectively. In our experiments, a synthesized occlusion is added to a number of test images,
emulating different possible real face occlusions like masks or scarfs, as shown in Fig. 8, to allow
extended test and performance evaluation of proposed methods in a diverse of occluded face
identification and verification.

Figure 5: Face data samples of AR database used for training

Figure 6: Face data samples of Extended Yale database B used for training

Figure 7: Face data samples of AR database images used in testing with variant illumination conditions, real
occlusions, and expressions

Figure 8: Face data samples of Extended Yale database B images used in testing with variant illumination
conditions and synthesized occlusion
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For training our model on each database, a maximum of 14 different unoccluded face images per person
in databases with different illumination conditions, facial expressions, and different poses were used. All
experiments were conducted using probe images that are different from the ones used for training, and
they mostly have different real/synthetic face occlusions in addition to various expressions and
illumination conditions.

3.2 Preprocessing

As a preprocessing to prepare and normalize face data images with different properties and from
different databases, we implemented face detection for each image sample using Haar Cascade Classifier,
since we need to only focus on a cropped face image as the area of interest. As such, the Haar cascade
classifier is used as a cascading of weak classifiers to determine whether the preprocessed image contains
a face, then to detect the position and size of the face in the image if there is one. The Haar cascade
classifier is based on learning and using various group of Haar features, like the ones shown in Fig. 9, to
detect the target object, which is the human face in this context. Each feature produces a numerical value
calculated by subtracting the number of pixels under the light rectangle from the number of pixels under
the dark rectangle [27]. At some threshold defined based on the training samples, the Haar features can
classify face existence in the processed image as positive or negative [28]. The Haar cascade classifier
output indicates the position and size of a detected face. After the face is detected, we crop out the other
non-face or background parts of the image and keep a square image area containing only the face, and
then this cropped face image is resized to 64 × 64 pixels. Figs. 10 and 11 show a face image sample
before and after preprocessing.

Figure 9: Example of Haar features

Figure 10: Face data sample before preprocessing
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3.3 Feature Extraction

In this research study, a number of experiments of occluded face recognition are conducted for
performance evaluation and comparison purposes using Gabor-based and PCA-based feature extraction
methods, for either composing standard biometric feature vector (as a baseline for performance
comparison) or deriving improved biometric feature vectors via the proposed DFSS approach.

3.3.1 Gabor-Based Features
Gabor filters have been extensively used for feature extraction, due to their capabilities for analyzing the

visual appearance of an image, and extracting discriminative feature vectors [29]. It has been used and
confirmed to be useful in several biometric applications, such as face detection or recognition, iris
recognition, and fingerprint recognition [30]. Gabor filters have achieved high accuracy in face
recognition in many research studies, as reviewed in Zeng et al. [25] even when faces were partially
occluded. A 2D Gabor filter can be mathematically represented in the frequency domain as follows:

�F u; v; f ; hð Þ ¼ e
�p2

f 2
c2 u0�fð Þ2þg2v02ð Þ (2)

where

u0 ¼ u cos h þ v sin h; v0 ¼ �u sin h þ v cos h (3)

where u, and v are the variable pair of the filter frequency, f refers to the central frequency of the filter, θ refers
to the rotation angle of the Gaussian major axis, and the plane wave, γ refers to the sharpness along the major
axis, and η refers to the sharpness along the minor axis (perpendicular to the wave) [14,29].

In this research exploration, the Gabor based feature extraction technique designed for our experiments,
uses 14 different Gabor filters, with two different scales (3, and 6), and seven different rotation angles of θ
(15°, 30°, 45°, 60°, 75°, 90°, and 120°) were used, as demonstrated in the spatial domain in Fig. 12.
Furthermore, Fig. 13 shows the resulting 14 face images from applying those 14 Gabor filters on a
sample face image.

Since the large number of the extracted Gabor features by all 14 filters from a normalized image of size
64 × 64 pixels, an effective dimensionality reduction method, proposed in Jaha [30], was initially applied on
the whole extracted Gabor features. This method is designed to address the resulting 14 filtered images
(concatenated in their same positions as shown in Fig. 13). Then, in the single large image comprising all
14 concatenated images, for each i row-group consists of d rows and each j group of columns consist of
d columns, the dimensionality is reduced by removing the dth row from each i row-group and the dth

Figure 11: Face data sample after preprocessing
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column from each j column-group. The used level of dimensionality reduction in our experiments was set to
the dimension of (d = 2).

3.3.2 PCA-Based Features
PCA is a features extraction and reduction method that transforms the original data into a new set of data

that can be represented in a lower dimension [31]. In the transformed data, the first several data elements
contain the most relevant information that may reveal the most significant characteristics of the data that
were obscured or hidden before the transformation [31]. This is done by creating a set S containing M
feature vectors of size N, where M is the number of images, and N = image height × image width. Then
the mean image m is obtained using the following formula:

m ¼ 1

M

XM

n¼1
�n (4)

where � refers to the image vector. After that, the difference between the mean image and an input image is
calculated as follows:

xi ¼ �i � m (5)

The resultant differences of all input images are arranged as a matrix X = [x1, x2,…, xn] of dimensionM
× N. Then a covariance matrix is computed as:

Figure 12: The 14 created and used Gabor filters for face feature extraction

Figure 13: A sample of face image after filtering with the 14 Gabor filters
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CX ¼ X XT (6)

After that, the eigenvectors, and eigenvalues are obtained using the following formula:

CXU ¼ U� (7)

Here, � is the diagonal matrix of eigenvalues of the covariance matrix CX , and U is the associated
eigenvector. For an image vector x, there are N possible projections defined as:

yj ¼ uTj x (8)

where j = 0, 1, …, N, and uj refers to the eigenvectors of the covariance matrix CX . The nascent yj is the
principal components, which is also known as eigenfaces [32,33].

In our experiments, PCA based approach was used as a second feature extraction technique, adopting the
use of 500 principal components in the standard feature set; noting that none of occluded face images is
involved in PCA analysis for training purposes. Moreover, PCA is used for feature reduction in the first
DFSS method (described by Algorithm 1 of dynamic size feature vector) to minimize the size of the
feature vector of a low-quality image. The first 15 of the total of 500 derived eigenfaces from our
experimental training data are shown in Fig. 14.

3.4 Training SVM Classifier

Towards achieving an extended analysis to determine the validity, and viability of the proposed dynamic
feature selection algorithms, we train and use an SVM based classifier for experimenting the proposed occluded
face recognition approach. Here we take the advantage of SVM as a powerful supervised machine learning
technique suited to our experimental work, as it is based on statistical learning theory and can be effectively
trained to classify face biometric data by determining an optimal set of support vectors, which are members
of the labeled face training data samples and nominated to form a discriminative SVM classifier.

Figure 14: The first 15 eigenfaces derived from experimental training data
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The main objective of an SVM is to find optimal hyperplanes to separate data with a maximum margin
[34]. SVM can separate linear and non-linear data by applying different kernel functions such as linear
function, Radial Basis Function (RBF), polynomial function, etc. The separation can be tuned by the
regularization parameter C, which refers to the softness of the margin. A smaller value of C refers to a
softer margin, where this enables the existence of some classification errors in order to maximize the
separation margin. Whereas the large value of C makes the SVM fits the training data better, with regard
to the decision function’s margin maximization [35].

In this research, the experiments were conducted using a soft margin SVM with linear kernel. In each
experiment, a corresponding SVM classifier is trained and tested using three different selections of PCA/
Gabor features: The first selection consisted of the whole extracted features representing a standard
feature vector was used as a baseline for performance comparison (referred to as ‘Standard features’); the
second selection comprising an unoccluded feature subset derived using the first DFSS method of
dynamic feature vector size (referred to as ‘Dynamic size’); and the third selection implicating the whole
extracted features with reduced weight for occluded features was performed by using the second DFSS
method of dynamic weighting for a feature subset (referred to as ‘Dynamic weight’). With a view to
investigating and comparing variation in recognition performance, the same experiments were separately
accomplished on each of the AR and Extended Yale B databases.

4 Experiments and Analysis

4.1 Feature Significance Analysis

We evaluated and compared the significance (importance) of the features in the standard feature set and
in the dynamically selected feature subsets by comparing the SVM feature weights. Feature selection using
the SVM weight vector has been effectively utilized extensively in previous research studies for feature
significance exploration [36–39]. An SVM classifier computes a weight vector for the training data, such
that for each feature a corresponding weight value is inferred in the interval [0,1]. This weight value
represents the importance of the feature to the classifier [36]. If the weight is 0, its corresponding feature
is considered as redundant, which can be removed, whereas if the weight is greater than 0, the
corresponding feature is considered as non-redundant, where the greater the feature weight, the more
important the feature in the classification [40], as shown in the linear SVM equation:

f xð Þ ¼
Xd

j¼1

wjxj þ b (9)

where x is the feature value, and w is the corresponding weight. Hence, the features with higher absolute
weight value have more contribution in the classification result. Figs. 15 and 16 show the feature weights
for standard features against dynamic size/weight features. The shown weights confirm that using the
DFSS methods not only improves the classification performance, but also shows the increased efficacy of
the dynamically selected features and emphasizes their higher importance for a successful classification.

4.2 Performance Evaluation

To prove the effectiveness of using the proposed dynamic feature subset selection methods, the
experiments were conducted and the results were compared for face identification and verification using
different feature extraction and selection methods. These experiments were similarly achieved per
database using the three aforementioned types of feature selections ‘Standard features’, ‘Dynamic size’,
and ‘Dynamic weight’, which were all initially extracted using either PCA or Gabor filtering based
approaches.

IASC, 2022, vol.31, no.1 419



In all experiments, the same training images of size 64 × 64 pixels for each person were used, where all
training images were of high-quality (i.e., no face occlusions), whereas testing was mostly performed using
about 80% of low-quality (occluded) face images and a few only about 20% of high-quality (unoccluded)
face images.

4.2.1 Face Identification Performance
The performance of each identification method is evaluated by different measurements including

accuracy, precision, recall, and F1 score, which are calculated by the following equations:

Accuracy ¼ True Positive þ True Negative

True Positive þ True Negative þ False Positive þ False Negative
� 100 (10)

Precision ¼ True Positives

True Positives þ False Positives
� 100 (11)

Figure 15: Feature weight (importance) of the first 30 features of Gabor-based ‘Standard features’ against
proposed (a) ‘Dynamic size’ and (b) ‘Dynamic weight’ features

Figure 16: Feature weight (importance) of the first 30 features of PCA-based ‘Standard features’ against
proposed (a) ‘Dynamic size’ and (b) ‘Dynamic weight’ features
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Recall ¼ True Positive

True Positive þ False Negative
� 100 (12)

F1 score ¼ 2 � precision � recall

precision þ recall
� 100 (13)

By comparing the results of the different experiments with all possible combinations (each is composed
of a feature extraction approach, a feature selection method, and database), it can be observed that both DFSS
methods enhanced the identification performance on both databases by all means (accuracy, precision, recall,
and F1-score) over the baseline methods that use ‘Standard features’ of Gabor or PCA, as shown in Tab. 1.
With respect to the accuracy, for example, a significant performance improvement is achieved by dynamic
size/weight selection for Gabor-based features ranging from about 3% to 7% and for PCA-based features
ranging from around 6% to 13%.

The reported identification performance in Tab. 1 shows that the ‘Dynamic size’ method achieves better
performance than the ‘Dynamic weight’ method when used with Gabor-based features, whereas the
‘Dynamic weight’ method attains the higher performance when used with PCA-based features.

� Improved Gabor-based Face Identification

For experiments that use Gabor filters features, the first proposed DFSS method of ‘Dynamic size’
enhanced the performance of the full-set of ‘Standard features’ extracted using Gabor filters on AR
database by 4% in terms of accuracy and recall, besides 3% in terms of precision and F1 score.

The second proposed DFSS method of ‘Dynamic weight’ enhanced the accuracy on AR data over the
standard Gabor methods that use the whole feature set, by 3% in terms of accuracy and recall, in addition to
1% in terms of precision and 2% for F1-score, as illustrated in Tab. 1 and Fig. 17.

The same experiments were carried out and tested using a subset of test images including a
great majority of different synthesized face occlusion forms added to probe samples of the Extended
Yale B database, where both proposed DFSS methods attained similar higher results in terms of accuracy

Table 1: Face identification performance comparison of DFSS and standard features

Feature extraction Feature selection Database Accuracy Precision Recall F1 score

Gabor filters Standard features AR 84.3% 84.3% 84.3% 84.3 %

Extended Yale B 88.2% 96.3% 88.2% 92.1%

PCA Standard features AR 82.9% 84.2% 82.9% 83.5%

Extended Yale B 82.4% 88.1% 82.4% 85.2%

Gabor filters Dynamic size AR 88.5% 87.1% 88.5% 87.8%

Extended Yale B 95.2% 97.7% 95.2% 96.4%

PCA Dynamic size AR 88.6% 86.6% 88.6% 87.6%

Extended Yale B 88.2% 93.7% 88.2% 90.9%

Gabor filters Dynamic weight AR 87.1% 85.7% 87.1% 86.4%

Extended Yale B 95.2% 98.4% 95.2% 96.8%

PCA Dynamic weight AR 95.7% 95.0% 95.7% 95.3%

Extended Yale B 88.2% 93.7% 88.2% 90.9%
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and recall, in which they outperformed their standard counterparts by 7%, as can be observed in Tab. 1
and Fig. 17.

� Improved PCA-based Face Identification

For experiments that use PCA-based features, the ‘Dynamic size’ method achieved better recognition
results than ‘Standard features’ in terms of accuracy, precision, recall, and F1 score for both AR and
extended Yale B databases. It achieved 88.6% for accuracy and recall along with 86.6% for precision and
87.6% for F1 score, when tested on realistic occlusion forms of AR data, as can be observed in Fig. 18.
Whereas it also achieved improved results by 5.8% for accuracy as well as recall, and 5.7% for F1 score,
whereas the precision was improved by 5.6%, upon the received test results when testing the subset of
synthesized occluded faces on Extended Yale B database, as shown in Fig. 18.

Figure 17: Face identification performance of two proposed DFSS methods vs. standard method using
Gabor features on AR database (a), and Extended Yale B database (b)

Figure 18: Face identification performance of two proposed DFSS methods vs. standard method using PCA
features on AR database (a), and Extended Yale B database (b)
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The ‘Dynamic weight’ method with PCA-based features achieved the best overall attained results in
accuracy, precision, recall, and F1 score results, where the achieved high accuracy reaches up to 95.7%
on AR images. As such, its performance improvement outperformed the ‘Standard features’ of PCA by
12.8% in terms of accuracy, 10.8% for precision, 12.8% for recall, and 11.8% F1 score on AR database.
Likewise, it offered the same improvement as ‘Dynamic size’ on Extended Yale B data, which exceeded
the standard features by almost 6% in accuracy.

4.2.2 Face Verification Performance
In this exploration, we thoroughly evaluated and compared the verification performance for both

‘Standard features’, and dynamically selected features using Receiver Operator Characteristic (ROC)
analysis, as illustrated in Figs. 19 and 20. The SVM was used for computing the likelihood as the
conditional probability of each sample x [41] as follows:

ROC ¼ P x j positiveð Þ
P x j negativeð Þ (14)

Moreover, Equal Error Rate (EER) and Area Under the Curve (AUC) were deduced from ROC analysis
for verification performance comparisons from different aspects, as reported in Tab. 2.

Both proposed methods improve the verification performance over the methods using standard features
of both PCA-based and Gabor-based approaches, by increasing the true positive rate and decreasing the false
positive rate, as illustrated in Fig. 19 for Gabor-based features, in addition to Fig. 20 for PCA-based features.
Also, the reported results of AUC and EER confirm the superiority of the dynamically selected features in
verification performance, as this can be observed as increased AUC values and decreased EER values for
both dynamic selection algorithms, i.e., ‘Dynamic size’ and ‘Dynamic weight’.

In both identification and verification performance, the first proposed method performs better when used
with Gabor-based features, whereas the second proposed method shows a better improvement when used
with PCA-based features.

Figure 19: Face verification ROC performance of Gabor-based standard features vs. proposed dynamic size/
weight on AR database (a), and Extended Yale B database (b)
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5 Conclusions

Developing more reliable face biometric systems for occluded face identification/verification have been
increasingly becoming an urgent need for nowadays global face-mask occlusion accompanying COVID-
19 epidemic. The capability of dynamically detecting occlusions and adapting extracted features can offer
more advantages over traditional standard approaches and more invariant face recognition immune to
change/shortage caused by face occlusions.

In this work, we proposed two dynamic feature subset selection (DFSS) methods to improve face
recognition performance on occluded face images. The first DFSS method proposes a dynamic size for
feature vector, by excluding the low quality features in occluded face images. The second DFSS method
maintains the size of extracted standard feature vectors, but with different weight ranges for selected
features, based on the quality of features in terms of occlusion, to minimize the negative effects of low-
quality or occluded features and maximize the positive effects of high-quality or unoccluded features that
contribute most in the face recognition task.

Figure 20: Face verification ROC performance of PCA-based standard features vs. proposed dynamic size/
weight on AR database (a), and Extended Yale B database (b)

Table 2: Face verification performance of standard vs. dynamic features

Metric Database PCA-based features Gabor-based features

Standard
Features

Dynamic
size

Dynamic
weight

Standard
Features

Dynamic
size

Dynamic
weight

AUC AR 0.936 0.958 0.970 0.957 0.995 0.960

Extended
Yale B

0.981 0.991 0.998 0.958 0.999 0.992

EER AR 0.0962 0.0657 0.0457 0.0871 0.0344 0.0832

Extended
Yale B

0.0770 0.0345 0.0145 0.0689 0.0011 0.0344
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The attained performance of face identification and verification using both proposed DFSS methods
enforcing dynamic feature size/weight indicates remarkable improvement over standard features. The
overall results of the first proposed DFSS method of ‘Dynamic size’ was the superior in performance,
offering the highest improvement, when used with Gabor-based features, whereas the second proposed
DFSS method of ‘Dynamic weight’ shows the better performance improvement when used with the PCA-
based features in both identification and verification results.
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