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Abstract: Sine power Lindley distribution (SPLi), a new distribution with two
parameters that extends the Lindley model, is introduced and studied in this paper.
The SPLi distribution is more flexible than the power Lindley distribution, and we
show that in the application part. The statistical properties of the proposed distri-
bution are calculated, including the quantile function, moments, moment generat-
ing function, upper incomplete moment, and lower incomplete moment.
Meanwhile, some numerical values of the mean, variance, skewness, and kurtosis
of the SPLi distribution are obtained. Besides, the SPLi distribution is evaluated
by different measures of entropy such as Rényi entropy, Havrda and Charvat
entropy, Arimoto entropy, Arimoto entropy, and Tsallis entropy. Moreover, the
maximum likelihood method is exploited to estimate the parameters of the SPLi
distribution. The applications of the SPLi distribution to two real data sets illus-
trate the flexibility of the SPLi distribution, and the superiority of the SPLi distri-
bution over some well-known distributions, including the alpha power
transformed Lindley, power Lindley, extended Lindley, Lindley, and inverse Lind-
ley distributions.

Keywords: Sine family; power Lindley model; maximum likelihood method of
estimation; applications

1 Introduction

In the last years, many statisticians are attracted by the generated families of distributions, such as
Kumaraswamy-G [1], T-X family [2], sine-G [3], Type II half logistic-G [4], exponentiated extended, Muth,
odd Frèchet-G [5–7], truncated Cauchy power-G [8], transmuted odd Fréchet-G [9], exponentiated M-G
[10], Topp-Leone odd Fréchet-G [11], Sine Topp-Leone-G [12], and generalized truncated Fréchet-G [13].

A new family of continuous distributions referred to as the Sine-G (S-G) family is studied by Kumar
et al. [3]. The cumulative distribution function (cdf) of S-G is

F x; [ð Þ ¼ sin
p
2
G x;[ð Þ

h i
; x 2 R: (1)

whereG x;[ð Þ is the cdf of the baseline model with parameter vector[, and F x;[ð Þ is the cdf derived by the
T-X generator proposed by Kumar et al. [3]. The probability density function (pdf) of the S-G family is
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f x; [ð Þ ¼ p
2
g x;[ð Þcos p

2
G x;[ð Þ

h i
; x 2 R: (2)

A random variable X has the pdf shown in (2) can be defined as X � S � G h;fð Þ:
The Lindley (Li) distribution was studied by Lindley et al. [14] and it has the following pdf:

g t; bð Þ ¼ b2

bþ 1
1þ xð Þe�bx; t > 0; b > 0:

Power Li (PLi) distribution, a new extension of Li distribution, is studied by Ghitany et al. [15]. By
exploiting the power transformation X ¼ Ta, this work demonstrated that the PLi distribution is more
flexible than the Li and exponential (E) models. The cdf and pdf are

G x; a;bð Þ ¼ 1� 1þ bxa

bþ 1

� �
e�bxa ; x > 0; (3)

and

g x; a; bð Þ ¼ ab2

bþ 1
xa�1 1þ xað Þe�bxa ; x > 0; (4)

respectively, where b > 0 is a scale parameter and a > 0 is a shape parameter.

In this paper, an extension of the PLi model is proposed. It is constructed based on the S-G family and
the PLi model, and it is called Sine power Lindley (SPLi) distribution.

A non-negative random variable following the SPLi distribution with two parameters b; h > 0 can be
constructed by applying (3) and (4) to (1) and (2). The obtained cdf and pdf can be represented as

F xð Þ ¼ sin
p
2

1� 1þ bxa

bþ 1

� �
e�bxa

� �� �
; a; b > 0 x > 0; (5)

and

f xð Þ ¼ pab2xa�1

2 bþ 1ð Þ 1þ xað Þe�bxacos
p
2

1� 1þ bxa

bþ 1

� �
e�bxa

� �� �
; x > 0: (6)

The reliability function (survival function) of SPLi distribution is

�F xð Þ ¼ 1� sin
p
2

1� 1þ bxa

bþ 1

� �
e�bxa

� �� �
: (7)

The failure rate or hazard rate function (hrf) and reversed hrf for the SPLi are given by

h xð Þ ¼
pab2xa�1

2 bþ 1ð Þ 1þ xað Þe�bxacos
p
2

1� 1þ bxa

bþ 1

� �
e�bxa

� �� �

1� sin
p
2

1� 1þ bxa

bþ 1

� �
e�bxa

� �� � : (8)
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and

s xð Þ ¼ pab2xa�1

2 bþ 1ð Þ 1þ xað Þe�bxacot
p
2

1� 1þ bxa

bþ 1

� �
e�bxa

� �� �
: (9)

The plots of the pdf and hrf of the SPLi distribution under various values of parameters are illustrated in
Figs. 1 and 2.

Figure 1: The pdf of the SPLi distribution under various values of parameters

Figure 2: The hrf of the SPLi distribution under various values of parameters
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Figs. 1 and 2 present the plots of density and hazard functions of the SPLi distribution under specified
values of parameters. It is observed that the pdf of the SPLi distribution is right-skewed, uni-modal, and
decreasing. The hrf of the SPLi distribution both increases and decreases.

The rest of this article is arranged as follows: In Section 2, the linear representation of SPLi pdf and cdf
are presented. The fundamental properties of the new distribution, including quantile function (qf), moments,
moment generating function (MGF), the upper incomplete (UI) moment (UIM), and lower incomplete (LI)
moment (LIM), are calculated in Section 3. Different measures of entropy such as Rényi entropy (RE),
Havrda and Charvat entropy (HCE), Arimoto entropy (AE), and Tsallis entropy (TE) are derived in
Section 4. The parameter estimation following the maximum likelihood (ML) method is studied in
Section 5. In Section 6, real data sets are exploited to investigate the potentiality of the SPLi distribution
by using some measures of goodness of fits, such as the Akaike Information Criterion (D1), Bayesian
Information Criterion (D2), Consistent Akaike Information Criterion (D3), Kolmogorov-Smirnov (D4)
statistic. Finally, concluding remarks are presented in Section 7.

2 Important Series

In this section, a linear representation of the pdf is presented to calculate the statistical properties of the
SPLi distribution. Eq. (6) can be rewritten as

f xð Þ ¼ pab2xa�1

2 bþ 1ð Þ 1þ xað Þe�bxasin
p
2

1þ bxa

bþ 1

� �
e�bxa

� �
: (10)

By applying the series of the sine function, i.e., sin Q½ � ¼P1
i¼0

�1ð Þi
2iþ 1ð Þ! Q

2iþ1, Eq. (10) can be rewritten as

f xð Þ ¼ pab2xa�1

2 bþ 1ð Þ 1þ xað Þ
X1
i¼0

�1ð Þi p
2

� �2iþ1

2iþ 1ð Þ! 1þ bxa

bþ 1

� �2iþ1

e�2 iþ1ð Þbxa : (11)

By applying the binomial series to Eq. (11), we have

f xð Þ ¼
X1
i;j¼0

�1ð Þiabjþ2p2iþ2

22iþ1 bþ 1ð Þjþ1 2iþ 1ð Þ!
2iþ 1

j

� �
xa jþ1ð Þ�1 1þ xað Þe�2 iþ1ð Þbxa : (12)

By applying the binomial expansion to Eq. (12), we have

f xð Þ ¼
X1
i;j¼0

ti;jx
a jþ1ð Þ�1 1þ xað Þe�2 iþ1ð Þbxa : (13)

where ti;j ¼ �1ð Þiabjþ2p2iþ2

22iþ1 bþ 1ð Þjþ1 2iþ 1ð Þ!
2iþ 1

j

� �
:

3 Properties

In this Section, some statistical properties of the SPLi distribution are introduced, such as quantile
function (qf), moments, moment generating function (MGF), the upper incomplete (UI) moment (UIM),
and lower incomplete (LI) moment (LIM).

3.1 Quantile Function

The qf, i.e., Q(q) =F-1(q), q ∈ (0, 1), is obtained from Eq. (5) and it can be represented as
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q ¼ sin
p
2

1� 1þ bQ qð Þa
bþ 1

� �
e�bQ qð Þa

� �� �
: (14)

Then,

1þ bQ qð Þa
bþ 1

� �
e�bQ qð Þa ¼ 1� 2

p
sin�1 qð Þ: (15)

By multiplying the two sides of Eq. (15) by ð1þ bÞ e�ð1þbÞ, the Lambert equation can be obtained and
we have

�ð1þ bþ bðQðqÞÞaÞ e�ð1þhbþbðQðqÞÞaÞ ¼ �ð1þ bÞ e�ð1þbÞ 1� 2

p
sin�1ðqÞ

� 	
: (16)

Then, the qf is

QðqÞ ¼ � 1

b
� 1� 1

b
W�1 �ð1þ bÞ e�ð1þbÞ 1� 2

p
sin�1ðqÞ

� 	� �� 	1=a
; (17)

where q ∈ (0, 1), and W-1(.) is the negative Lambert W function.

3.2 Moments

The kth moment of X denoted as l�k can be derived from Eq. (13) as follows

l�k ¼
X1
i;j¼0

ti;j

Z 1

0
xrþa jþ1ð Þ�1 1þ xað Þe�2 iþ1ð Þbxadx: (18)

Then,

l�k ¼
X1
i;j¼0

ti;j

Z 1

0
xrþa jþ1ð Þ�1 þ xrþa jþ2ð Þ�1
� �

e�2 iþ1ð Þbxadx: (19)

Let y ¼ 2 iþ 1ð Þbxa, then

l�k ¼
X1
i;j¼0

si;j
a

�
k

a
þ jþ 1

� �

2 iþ 1ð Þbð Þ
k

a
þ jþ 1

þ
�

k

a
þ jþ 2

� �

2 iþ 1ð Þbð Þ
k

a
þ jþ 2

2
664

3
775: (20)

Set k=1, and we have E Xð Þ ¼ P1
i;j¼0

ti;j
a

�
1

a
þ jþ 1

� �

2 iþ 1ð Þbð Þ
1

a
þ jþ 1

þ
�

1

a
þ jþ 2

� �

2 iþ 1ð Þbð Þ
1

a
þ jþ 2

2
664

3
775.
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The MGF of X Mx tð Þ given by Eq. (13) can be represented as

Mx tð Þ ¼ E etX

 � ¼X1

k¼0

tk

k!
l�k ¼

X1
i;j;k¼0

tkti;j
ak!

�
k

a
þ jþ 1

� �

2 iþ 1ð Þbð Þ
k

a
þ jþ 1

þ
�

k

a
þ jþ 2

� �

2 iþ 1ð Þbð Þ
k

a
þ jþ 2

2
664

3
775: (21)

The mth UIM, i.e., gm tð Þ, can be calculated as

gm tð Þ ¼
Z 1

t
xmf xð Þdx ¼

X1
i;j¼0

ti;j

Z 1

t
xmþa jþ1ð Þ�1 þ xmþa jþ2ð Þ�1
� �

e�2 iþ1ð Þbxadx

¼
X1
i;j¼0

ti;j
a

�
m

a
þ jþ 1; 2 iþ 1ð Þbta

� �

2 iþ 1ð Þbð Þ
m

a
þ jþ 1

þ
�

m

a
þ jþ 2; 2 iþ 1ð Þbta

� �

2 iþ 1ð Þbð Þ
m

a
þ jþ 2

2
664

3
775: (22)

where � m; tð Þ ¼ R1t xm�1e�xdx is the UI gamma function.

Similarly, the mth LIM function is given by

fm tð Þ ¼
Z t

0
xmf xð Þdx ¼

X1
i;j¼0

ti;j

Z t

0
xmþa jþ1ð Þ�1 þ xmþa jþ2ð Þ�1
� �

e�2 iþ1ð Þbxadx

¼
X1
i;j¼0

ti;j
a

g
m

a
þ jþ 1; 2 iþ 1ð Þbta

� �

2 iþ 1ð Þbð Þ
m

a
þ jþ 1

þ
g

m

a
þ jþ 2; 2 iþ 1ð Þbta

� �

2 iþ 1ð Þbð Þ
m

a
þ jþ 2

2
664

3
775; (23)

where c m; tð Þ ¼ R t0 xm�1e�xdx is the LI gamma function.

The numerical values of the mean (M), variance (V), skewness (S), and kurtosis (K) of the SPLi
distribution are listed in Tabs. 1 and 2.

It can be seen from Tabs. 1 and 2 that: when α increases under β = 0.5, the numerical values of M, V, S,
and K decrease. Meanwhile, when α increases under β = 2, the numerical values of M increase, but the
numerical values of V, S, and K decrease.

Table 1: The numerical values of M, V, S, and K of the SPLi distribution under β = 0.5

a # M V S K

0.5 6.9310 122.6440 4.1560 34.3910

0.8 2.7130 6.8380 1.8900 8.5280

1.2 1.7630 1.3600 0.9640 4.1480

1.5 1.5170 0.6800 0.6080 3.2680

2.0 1.3270 0.3160 0.2370 2.8000

2.5 1.2340 0.1860 –0.0050 2.7400
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4 Different Measures of Entropy

The entropy of the SPLi distribution can be evaluated by different measures, such as Rényi entropy (RE)
by [16], Havrda and Charvat entropy (HCE) by Havrda [17], Arimoto entropy (AE) by Arimoto [18], and
Tsallis entropy (TE) by Tsallis [19]. These measures of entropy are listed in Tab. 3.

Now, the following integral needs to be calculated:Z 1

0
f

c
xð Þdx ¼ pab2

2 bþ 1ð Þ
� �c Z 1

0
xc a�1ð Þ 1þ xað Þce�bcxacosc

p
2

1� 1þ bxa

bþ 1

� �
e�bxa

� �� �
dx: (24)

This integral is very difficult to calculate directly, and it can be solved in a numerical approach. Some of
the numerical values of RE, HCE, AE, and TE under the selected values of parameters are given in Tabs. 4–7.

It can be noted from Tabs. 4–7 that: When α increases, the numerical values of RE, HCE, AE, and TE
decrease. When β increases, the numerical values of RE, HCE, AE, and TE decreases. When δ increases, the
numerical values of RE, HCE, AE, and TE decrease.

Table 2: The numerical values of M, V, S, and K of the SPLi distribution under β = 2

a # M V S K

0.5 0.2680 0.2570 5.1590 52.1960

0.8 0.3380 0.1420 2.3040 11.2790

1.2 0.4290 0.1050 1.2290 4.9660

1.5 0.4850 0.0900 0.8340 3.6890

2.0 0.5600 0.0720 0.4340 2.9240

2.5 0.6160 0.0590 0.1800 2.7100

Table 3: Different measures of entropy for the SPLi distribution with pdf f xð Þ at γ
The measures Formula

RE
IR cð Þ ¼ 1

1� c
Log

Z 1

0
f

c
xð Þdx

� �
; c 6¼ 1; c > 0:

HCE
HCR cð Þ ¼ 1

21�c � 1

Z 1

0
f

c
xð Þdx� 1

� �
; c 6¼ 1; c > 0:

AE

AR cð Þ ¼ c
1� c

Z 1

0
f

c
xð Þdx

� �1
c � 1

2
64

3
75; c 6¼ 1; c > 0:

TE
TR cð Þ ¼ 1

c� 1
1�

Z 1

0
f

c
xð Þdx

� �
; c 6¼ 1; c > 0:
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Table 4: The numerical values of RE, HCE, AE, and TE of the SPLi distribution under β = 0.5, δ = 0.5

a # RE HCE AE TE

0.5 1.5700 12.2980 36.1370 10.1880

0.8 1.0250 5.4470 9.6040 4.5130

1.2 0.7130 3.0750 4.1700 2.5470

1.5 0.5770 2.2750 2.7720 1.8840

2.0 0.4220 1.5100 1.6420 1.2510

2.5 0.3130 1.0470 1.0550 0.8670

Table 5: The numerical values of RE, HCE, AE, and TE of the SPLi distribution under β = 2.0, δ = 0.5

a # RE HCE AE TE

0.5 0.1920 0.5960 0.5550 0.4940

0.8 0.1610 0.4920 0.4490 0.4080

1.2 0.1430 0.4330 0.3910 0.3590

1.5 0.1260 0.3780 0.3380 0.3130

2.0 0.0930 0.2740 0.2400 0.2270

2.5 0.0580 0.1670 0.1430 0.1380

Table 6: The numerical values of RE, HCE, AE, and TE of the SPLi distribution under β = 0.5, δ = 1.5

a # RE HCE AE TE

0.5 0.8770 2.1700 –0.4900 1.2710

0.8 0.7890 2.0380 –0.4540 1.1940

1.2 0.5920 1.6880 –0.3650 0.9890

1.5 0.4760 1.4410 –0.3060 0.8440

2.0 0.3270 1.0720 –0.2220 0.6280

2.5 0.2140 0.7440 –0.1510 0.4360

Table 7: The numerical values of RE, HCE, AE, and TE of the SPLi distribution under β = 2.0, δ = 1.5

a # RE HCE AE TE

0.5 –0.7350 –4.5450 0.7580 –2.6620

0.8 –0.1530 –0.6580 0.1250 –0.3850

1.2 –0.0033 –0.0130 –0.0026 –0.0077

1.5 0.0160 0.0610 –0.0120 0.0360

2.0 –0.0002 –0.0009 –0.0002 –0.0006

2.5 –0.0350 –0.1390 0.0270 –0.0820
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5 Method of Maximum Likelihood

In this Section, the maximum likelihood (ML) approach is exploited to estimate the parameters a and b
of the SPLi distribution. Let x1; x2;…; xn be a random sample of size n from the SPLi distribution with
parameters a and b, and the log-likelihood function is

L ¼ nln
pa
2

� �
þ 2nlnb� nln bþ 1ð Þ þ a� 1ð Þ

Xn
i¼1

logxi þ
Xn
i¼1

log 1þ xið Það Þð Þ � b
Xn
i¼1

xið Þa

þ
Xn
i¼1

log CosZi½ �:
(25)

To calculate the MLE estimation, the partial derivatives of the L by parameters are needed

@logL

@a
¼ n

a
þ
Xn
i¼1

logxi þ
Xn
i¼1

xið Þa ln xi½ �
1þ xið Þa � b

Xn
i¼1

xið Þa ln xi½ � � pb
2

Xn
i¼1

xið Þa ln xi½ �e�b xið Þa

1þ b xið Þa
bþ 1

� 1

bþ 1

� �
cot Zi½ �;

(26)

and

@log

@b
¼ 2n

b
� n

bþ 1
�
Xn
i¼1

xið Þa � p
2

Xn
i¼1

1þ b xið Þa
bþ 1

� 1

bþ 1ð Þ2
 !

xið Þae�b xið Þa cot Zi½ �; (27)

where Zi ¼ p
2

1� 1þ b xið Þa
bþ 1

� �
e�b xið Þa

� �
:

6 Modelling

In this section, the SPLi distribution is compared with some other known competitive models to
demonstrate its importance in data modeling. Meanwhile, the MLE method is exploited to estimate the
parameters of the competitive models. Besides, the measures of goodness-of-fit can be applied to verify
the superiority of the SPLi distribution, and D1, D2, D3, and D4 statistics are mainly used.

The fits of the SPLi distribution are compared with that of the distributions including the alpha power
transformed Li (APTLi) by Dey et al. [20], PLi, extended Li (EL) by Bakouch et al. [21], Li, and inverse Li
(Ili) by Sharma et al. [22]. The first data consists of a sample of 30 failure times of air-conditioning system of
an airplane, and the data was introduced by Linhart et al. [23]; the second data consists of 50 failure times of
devices which was studied in Aarset [24]. The boxplots and TTT plots of the two data sets are shown in Figs.
3 and 4, respectively. The fitted hrf of the two data sets is shown in Fig. 5, which exhibits an increasing trend.
The ML estimates (MLEs), the standard errors (SEs) of the competitive models, and the values of D1, D2,
D3, and D4 are presented in Tabs. 8 and 9 for the two data sets.

It can be seen from Tabs. 8 and 9 that the SPLi distribution achieves a better fit than the other models for
the two data sets. Also, the results in Figs. 6 and 7 indicate the superiority of the SPLi distribution.
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Figure 3: The boxplots of the two data sets

Figure 4: TTT plots of the two data sets
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Figure 5: The fitted hrfs of the two data sets

Table 8: The values of MLEs, SEs, D1, D2, D3, and D4 for the first data set

Model MLEs (SEs) D1 D2 D3 D4

SPLi â ¼ 0:57ð0:07Þ 308.38 307.34 308.83 0.155

b̂ ¼ 0:14ð0:04Þ
APTLi â ¼ 0:1ð0:104Þ 370.83 369.78 371.27 0.280

ĉ ¼ 0:01ð0:02Þ
ELi â ¼ 0:63ð1:995Þ 441.27 439.70 442.19 0.868

b̂ ¼ 0:19ð0:16Þ
ĥ ¼ 104:39ð149:92Þ

PLi â ¼ 1:53ð0:16Þ 395.99 394.95 396.44 0.493

b̂ ¼ 0:003ð0:002Þ
Li b̂ ¼ 0:03ð0:004Þ 325.27 324.75 325.42 0.345

ILi b̂ ¼ 12:04ð2:05Þ 320.53 320.01 323.42 0.234

Table 9: The values of MLEs, SEs, D1, D2, D3, and D4 for the second data set

Model MLEs (SEs) D1 D2 D3 D4

SPLi â ¼ 0:63ð0:07Þ 486.04 485.43 486.29 0.185

b̂ ¼ 0:12ð0:03Þ
APTLi â ¼ 1:26ð0:90Þ 590.17 589.56 590.61 0.195

ĉ ¼ 0:04ð0:01Þ
ELi â ¼ 1:07ð17:21Þ 702.88 701.98 703.41 0.861

b̂ ¼ 0:22ð0:002Þ
ĥ ¼ 168:81ð0:006Þ

(Continued)
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7 Concluding Remarks

In this article, a new distribution called Sine power Lindley (SPLi) distribution is introduced. Some
statistical properties of the proposed distribution are calculated and discussed, including the quantile
function, moments, moment generating function, as well as the upper incomplete moment and lower
incomplete moment. Meanwhile, different measures of entropy are studied, including Rényi entropy,

Table 9 (continued).

Model MLEs (SEs) D1 D2 D3 D4

PLi â ¼ 1:75ð0:196Þ
b̂ ¼ 0:002ð0:002Þ

615.34 614.74 615.60 0.325

Li b̂ ¼ 0:04ð0:004Þ 504.86 504.56 505.00 0.199

ILi b̂ ¼ 2:85ð0:33Þ 650.08 649.78 650.17 0.629

Figure 7: The fitted pdf and fitted cdf of the SPLi for the second data set

Figure 6: The fitted pdf and fitted cdf of the SPLi for the first data set
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Havrda and Charvat entropy, Arimoto entropy, and Tsallis entropy. Besides, the estimation of the model
parameters is performed through the ML method. Applications on two real data sets indicate that the
proposed SPLi distribution achieves better fits than the other well-known competitive models.
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