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Abstract: One of the leading cancers for both genders worldwide is lung cancer.
The occurrence of lung cancer has fully augmented since the early 19th century.
In this manuscript, we have discussed various data mining techniques that have
been employed for cancer diagnosis. Exposure to air pollution has been related
to various adverse health effects. This work is subject to analysis of various air
pollutants and associated health hazards and intends to evaluate the impact of
air pollution caused by lung cancer. We have introduced data mining in lung can-
cer to air pollution, and our approach includes preprocessing, data mining, testing
and evaluation, and knowledge discovery. Initially, we will eradicate the noise and
irrelevant data, and following that, we will join the multiple informed sources into
a common source. From that source, we will designate the information relevant to
our investigation to be regained from that assortment. Following that, we will
convert the designated data into a suitable mining process. The patterns are
abstracted by utilizing a relational suggestion rule mining process. These patterns
have revealed information, and this information is categorized with the help of an
Auto Associative Neural Network classification method (AANN). The proposed
method is compared with the existing method in various factors. In conclusion,
the projected Auto associative neural network and relational suggestion rule
mining methods accomplish a high accuracy status.

Keywords: Relational association rule mining; auto associative neural network;
preprocessing; data mining; biological neural network

1 Introduction and Literature

In the western world, the main reason for death is lung cancer. It is established using the astonishing
statistical data available yearly from the American Lung Cancer Society. If the lung cancer was diagnosed
in the early stage, the chance of improving the survival rate can go up from 14% to 49% as per their
calculation. Around the globe, one of the major reasons for death is lung cancer as per reports. It is also
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the familiar reason for mortality in men and the 2nd conjoint in women [1,2]. Lung cancer is majorly
categorized as “Non-Small Cell Lung Cancer (NSCLC) and the Small Cell Lung Cancer (SCLC) [3]
along with NSCLC being the main form. Squamous Cell Carcinoma (SCC) and Adenocarcinoma are the
two chief forms of NSCLC underwriting for 80% of NSCLC cases [4–6]. The chief approaches to the
analysis of lung cancer are the therapeutic picturing investigation, lump indicators recognition, negligibly
invading mediation investigation, and sputum cytology investigation presently [7]. Lately, lung cancer
information from SEER was utilized to concept prognostic models for lung cancer survival after six
months, nine months, one year, two years, and five years of identification with the help of numerous
machine methods [8]. Additionally, new group research established a possible negative impact on lung
cancer (LC). Though, indication linking acquaintance to external pollution in air with the jeopardy for LC
is yet restricted, specific in some countries in Asia. In the preceding study, we recommended the danger
only in people who don’t smoke but not in people who are present smokers or previous smokers [9].
There are many dissimilar observation methods that could be non-invading or biopsy methods, presently
utilized for primary LC recognition. A few among them are emphasized. The communal observation
methods for LC are traditional picturing methods such as “chest radiography (film or digital) and
computed tomography (CT)”. Digital radiography gives improved dissimilar resolution with the same or
superior spatial resolution if associated with traditional radiography methods [1].

The article evaluates mine respiration schemes and pollution in air influences on Merelani’s
4000 artisanal tanzanite miners was projected by Laurent Paul Mayala et al. [10]. The high amount of
“Carbon Monoxide (CO)” quantified by the Ontario Ministry of Labour (2015) was advanced by
2.5 times at the 5 nominated mines where it averaged 66.2 ppm. As per the mine regulation of America,
the average amount of reparable dust should be 2 mg dust/m3 but at present, the amount is 8 mg dust/m3.
During the years 2005 to 2014, 29% of the death was due to asphyxiation in Merelani. These accidents
occurred because of the entry into temporary stops which is unauthorized. 6.6% of miners have TB and
many miners have silicosis and other diseases related to the lungs. The analysis highlights the
prerequisite of training, usage of dust masks, enduring to safe mining practices, dust control approaches,
gas monitoring, forced fans, pre and post medical checks, and as the events progress well-being and
miner’s welfare at the arena.

Exact and certain colon subdivision from CT pictures is a vital stage of numerous medical
implementations in CT colonography, comprising CAD of colon polyps, 3-D virtual flythrough of the
colon, and then the prone/supine listing. Additional-colonic constituents can be considered into 2 forms
on the basis of their 3-D relation to the colon: disconnected and connected additional colonic constituents
(DEC & AEC, correspondingly). In this article, Xiaoyun Yang et al. [11], have projected graph deduction
approaches to eliminate additional colonic constituents to attain huge standard separation. We primarily
crumble individual 3-D air-packed things into a group of 3-D places. A classifier qualified with place-
degree components can be utilized to recognize the colon places from non-colon places. Following
eliminating palpable DEC, we eliminate the residual DEC by illustrating the worldwide anatomic edifice
with an a priori topological restraint & resolving a graph deduction issue by means of semantic data
given by a multiclass classifier.

Public health influences of surface coal mining were proposed by Ref. [12–14]. Specific attention is
remunerated to the current indication for a form of surface mining experienced in the United States,
specifically mountaintop elimination mining. Studies from other portions of the world are also
temporarily defined. Evidence is offered that documents epidemiological disease decorations for
populations existing in immediacy to surface mining. Ecological indication has displayed that surface
waters then biota is damaged by mountaintop elimination; while other ecological studies have revealed
water and air pollution occur in residential areas close to mining. Studies that are capable of
unswervingly linking ecological exposure, dose, and biological influence are immediately needed.
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Though direct mechanistic links are not much assumed, the weight of the indication reinforces preceding
science-based calls to cease mountaintop removal mining because of its ecological and public health
jeopardies.

The associations between regional pollution in air and city design with importance on city segmentation
were given by [13–16]. Utilizing a sole data of 249 “Large Urban Zones (LUZ)” through Europe, a Bayesian
Model “Averaging model selection” technique is engaged to classify the causes of in-LUZ amount of 3 air
pollutants: NO2, PM10, and SO2. These are complemented by numerous guides of land cover and a group of
information on numerous monetary, statistical data & atmospheric elements that might elucidate the
difference in pollution in the air. The solutions of this investigation assist the supposition that city design
has an important impact on pollution amount.

Lung cancer is the furthermost communal cancer globally & the 5th main corporate reason for mortality
worldwide. Its occurrence endures upsurging, particularly within “Low & Middle Income Countries
(LMICs)” that have restricted the ability to discourse the increasing prerequisite for intervention.
Veerachamy, et al. [15], have anticipated, that protection for LC management usually includes radiation
therapy (RT) that acts as a significant beneficial part in the therapeutic-intent intervention of beginning
level to nearby progressive disease, and also in assistance. The substructure, instrument, and HR
obligatory for RT may be restricted in LMICs. Though, this descriptive analysis deliberates the extent of
the issue of LC in LMICs, the part of RT automation in LC intervention, and the RT ability in emerging
countries. Numerous international initiatives are presently in process and characterize significant initial
stages toward increasing RT in LMICs to treat LC.

A fine-grained Vehicle type classification (VTC) method using a lightweight convolutional neural
network with feature optimization and joint learning strategy was given by [17,18]. A lightweight
convolutional network with feature optimization is designed and used depthwise separable convolution to
reduce network parameters. To obtain the important degree of each feature channel automatically through
the sample-based self-learning, which can improve recognition accuracy with fewer network parameters
growth.

Sensor data validation and fault diagnosis using Auto-Associative Neural Network for HVAC systems is
given by [19]. Sensor data validation and fault diagnosis for HVAC systems is developed by a data-driven
approach using the system’s normal operation data and without the need for the knowledge of the
mathematical model of the system. It is based on an Auto-Associative Neural Network (AANN) that is
structured and trained to construct an input-output mapping model based on data dimensionality reduction
that is capable of validating sensor measurements in terms of sensor error correction, missing data
replacement, noise filtering, and inaccuracy correction.

Multiple Fault Diagnosis of Aeroengine Control System Based on Auto associative Neural Network is
given by [20–23]. In order to obtain a fault diagnosis system with strong robustness and high detection rate,
we design the Auto Associative Neural Network (AANN) group to complete the detection and isolation of
Aeroengine sensor faults and component faults, as well as the reconstruction of sensor faults.

2 Problem Statement

� Our mission was to assess the air everyone breathes rather than focus on exact air pollutants. The
consequences from the revised studies point in a similar direction: the risk of emerging lung
cancer is suggestively augmented in people unprotected from air pollution.

� Connotation rule mining is an important approach. Though, as large amounts of association principles
are frequently from time to time simple.
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� Numerous organizations rule mining is typically much more expensive. To overcome these
disadvantages, we projected the relational associative rule mining method.

3 Proposed Methodology

In our projected methodology (as mentioned in Fig. 1), we will familiarize ourselves a data mining on
lung cancer by air pollution. Our methods comprise pre-processing, data mining, testing and assessment, and
knowledge discovery. Our principal phase is data cleaning, is this phase is used to eliminate the noise and
immaterial data from the collection. The subsequent phase is a data assimilation phase at this phase,
multiple information sources, repeatedly heterogeneous, may be collected in a common source. When the
data integration procedure is accomplished then we will go for a selection procedure in this data selection
phase the information applicable to the investigation is categorical and recovered from the information
collection. Subsequent phases are a data consolidation phase in this phase the designated dates are
distorted into forms suitable for the mining process. After this phase, we will familiarize ourselves a data
mining to use a relational association rule mining method are implemented to abstract designs potentially
beneficial. Then the subsequent stage is a pattern assessment phase in this phase the stimulating patterns
of representative knowledge are recognized on the basis of specified measures. Then the final phase is a
knowledge illustration is a final phase in that the exposed knowledge is visually characterized by the
consumer. In this step, amended AANN classification methods are used to aid users to comprehend and
understand the data mining solutions.

3.1 Preprocessing

Data pre-processing in Data Mining is one of the most significant facts within the well-known
knowledge invention from the data processor. Data that were immediately taken from the origin will have
errors, inconsistencies, or most significant, it is not prepared to be considered for a data mining method.
The disturbing numeral data in the industry, recent science, calls, and business applications to the
requirement of additional complex tasks are analysed. In Data pre-processing, it is feasible to modify the
adverse into feasible. Data pre-processing contains detecting, and data reduction techniques, decreasing
the complexity of the information, or noisy elements from the information.

3.2 Data Integration

Data integration is the procedure of technical and business procedures utilized to syndicate information
from dissimilar sources into meaningful and valuable data. A comprehensive data integration result offers

Preprocessing Data integration Data selection 

Data consolidation 

Data mining 

Testing & Evaluation Relation 
association rule 

mining

Knowledge discovery

Auto-associative 
neural network  

Figure 1: Proposed data mining model for lung cancer caused by air pollution
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trusted information from the variability of sources. Possibly the most well-known application of data
integration is constructing an enterprise’s information warehouse. The advantage of a data warehouse
empowers a business to accomplish analyses on the basis of the information in the data warehouse. Data
integration syndicates information from various origins to create a coherent information stock. Metadata,
correlation investigation, information dispute observation, and resolution of semantic heterogeneity
subsidize smooth information combination. It is likely that your investigation will include data integration
that pools information from various origins into a coherent information store as in data warehousing.
These resources may include multiple database information cubes or flat files. This data integration is the
main procedure of our study it is mostly utilized for syndicating the data from multiple sources into the
corporate source.

3.3 Data Selection

Data selection is well-defined as the procedure of responsible for the appropriate information type and
source, and also appropriate instruments to gather information. Data assortment leads to the actual practice of
information assortment. This description discriminates information selection from selective information
reporting and interactive/active information selection. The procedure of selecting appropriate information
for a research project can influence integrity. The main objective of information selection is the purpose
of appropriate information type, resource, and instrument(s) that permit agents to sufficiently answer
research questions. Data selection stage the data relevant to the investigation is absolute and recovered
from the information collection. In an information selection procedure, it will select the relevant data and
eradicate the inappropriate data.

3.4 Data Consolidation

Data association denotes the collection and integration of information from multiple sources into a
solitary destination. During the period of this procedure, dissimilar information sources are put together
or combined, into a single information store. As information comes from a broad range of sources,
consolidation permits organizations to more effortlessly present information, while also simplifying
effective information investigation. Data consolidation methods decrease inadequacies, such as
information duplication, costs associated with reliance on multiple databases, and multiple information
management points. We can describe the term information consolidation as a procedure in which a
massive amount of data is congregated, stored, and joined into a single manipulative file, stereotypically
inside a database. Typically, consolidation is proficient with the help of a computer with distinct software
implementations, namely a spreadsheet or a database program, premeditated to pleat, establish and store
information.

3.5 Data Mining

From enormous information repository data mining or knowledge, discovery denotes the process of
finding associated interesting pattern data. It as well denotes the stage in the knowledge discovery
procedure that utilizes special algorithms to be capable to identify interesting patterns in the information.
These interesting designs are subsequently examined to give up knowledge. Manner, Data Mining
signifies the task of getting or mining information from mega datasets. Data mining is a device to analyze
information, and it can aid consumers to recognize the substantial and the imperative of the relationships
found in the information. Data mining is the procedure of automatically amassing large volumes of
information with the objective of finding unseen patterns and investigating the relationships between
frequent types of information to progress predictive models. The classification methods and prediction are
two forms of information analysis that can be utilized to abstract models describing significant
information classes or to predict future data trends.
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Relational Association Rule Mining

The principle will be fashioned on the basis of the preferred features or metrics. Relational suggestion
rule mining is engaged to yield the principle of the recommended technique. Relational suggestion rule
mining is a method that is the addition of ordinary suggestion rule mining. Assume that records in the
interpersonal model Rrm= {r1, r2….rN}, where each record comprises of M attributes (x1, x2….xM). The
length of a relational reminder rule can be at most equal to the number of the qualities explaining the
information. The relational suggestion rule mining can be designated relations namely, less or equal (≤),
equal ( = ), greater or equal (≥). In some instances, the quantified procedure of relational association rule
mining is made unfurnished. Replicate on one sample dataset, it’s discovered in Tab. 1, we are supposing
A, B, C, and D are the software metrics. The rule will be formed on the basis of these metrics.

The principle will be fashioned on the basis of the relation of each feature after the feature assortment.
Currently the length of the principle is same to the number of elements in the sample dataset. A scarce of the
principles are quantified beneath,

Rule 1: A > B

Rule 2: A < C

Rule 3: A = D

Rule 4: A > B < C

Rule 5: A = D > B

Rule 6: A = D > B < C

Lastly these principles are enhanced to get the best rule. The projected technique usage adapted artificial
bee colony algorithm for rule optimization. The stage-by-stage process of adapted artificial bee colony
algorithm is mentioned below.

3.6 Testing and Evaluation

Testing and Evaluation is the procedure by that a system or apparatuses and compared against necessities
and stipulations via testing. The solution is assessed to evaluate progress of design, supportability, and
performance. Validation is “the process of assessing how well the mining models perform against real
data”. It is essential that to authenticate the proposed mining copy by knowing their standard and traits
before to position into a manufacturing surrounding.

3.7 Knowledge Discovery

Knowledge Discovery in Databases (KDD) the notion is that by routinely selecting via great quantities
of information it should be imaginable to abstract nuggets of knowledge. The KDD and Data Mining are
frequently utilized interchangeably. KDD is the procedure of turning the low-level information into high

Table 1: Sample dataset

A B C D

1 0 2 1

0 3 1 0

1 0 0 2

1 0 1 0
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level knowledge. Henceforth, KDD refers to the nontrivial extraction of implied, previously unknown and
possibly useful data from information in databases. While datamining and KDD are frequently preserved
as equivalent words but in real data mining is a significant stage in the KDD procedure.

Auto-Associative Neural Network

The Neural Networks (NN) signifies the data working patterns that duplicate the way in which the
biological nervous schemes work on the information. Overall, there are 4 basic sections of NN like the
processing units, activation performances, weighted interconnections, and the activation principles. The
“Auto-associative neural networks (AANN)” establish the network pattern in that the network is skilled
to recollect the inputs as the results hence safeguarding that the networks are functioning to estimate the
data as outputs when novel data are presented. The consistent networks have been expansively engaged
in a multiplicity of implementations. An auto-collaborative network cipher called as an “auto-encoder”
incorporates data and result layer with the number of data being correspondent to the number of outputs;
consequently, it has accomplished the name ‘auto-associative’. Along with these 2 layers, there is a thin
unseen layer. It is exceedingly vital that the unseen layer efficiently engages a lower dimension, to apply
the encoding and decoding measures. The hidden layer inclines to reconstruct the data to equal the results
by meaningfully decreasing the flaws amongst the data and result with the blend of novel data. The thin
secret layer uses important effort on the network to reduce any redundancy that is probable to crop up in
the information during authorizing the network to recognize essential information. Fig. 2 efficiently
pictures the edifice of an AANN. As far as the present investigation is disturbed, only one unseen layer is
engaged as it is recognized lack of any uncertainty that a lone unseen layer network is experienced to
estimate any intact multivariate performance to any satisfactory amount of accuracy. The number of
junctions in the unseen layer is unambiguous by the ability of the network to imprecise the flaw performance.

Figure 2: Structure of FFBNN classifier for the proposed work

IASC, 2023, vol.36, no.1 421



Neural Network Working Steps

1) Set loads for all the neurons excluding the neurons in the input layer.
2) Progress the neural network with the abstracted attributes {A1, A2, A3, A4, A5} as the input units, HUa

Hidden units, and age f as the output unit.
3) The computation of the recommended Bias performance for the input layer is,

X ¼ bþ
XHNH�1

n0¼0

wðn0Þ A1ðn0Þ þ wðn0Þ A2ðn0Þ þ wðn0Þ A3ðn0Þ þ . . . :þ wðn0Þ A5ðn0Þ

The activation performance for the output layer is assessed as

Active ðX Þ ¼ 1

1þ e�X

4) Identify the learning error as presented beneath.

LE ¼ 1

HNH

XNNH � 1

n0¼0

Yn0 � Zn0

where,

LE - learning rate of FFBNN.

Yn0 - Desired outputs.

Zn0 - Actual outputs

4 Results and Discussion

The projected Data mining in lung cancer by air pollution is applied in the platform Java. The
experimental solution and the function of the projected system are mentioned below in detail.

4.1 Dataset Description

There are numerous customs of significant ecological study, but we investigate how these atmospheres
were distressing the human health. In this atmosphere, we have inhaled something like air, water, and food
from our environments. Every day, we have faced chemicals, radiation, microbes also a physical world. All
these things distress our health.

At this time, we occupied a particle matter is PM2.5 fine particulates, fine particulate matter or fine
particles (PM2.5), are minute elements or droplets in the air that have sole physical properties including
shape, volatility, and density. Generally, this size fraction can be believed of as having a dimension of
roughly two- and one-half microns across. PM2.5 theoretically denotes particles that have an
aerodynamic diameter of 2.5 micro meters and less. There are external & internal resources of minute
elements. The Outer, minute particulates principally come from on-road and off-road vehicle emissions;
other major reasons are the burning of fuels and natural fire. Minute particulates are created from the
combination of gases in the air from the sources like power plants. These chemical combinations can
happen at a far distance from the innovative emission sources. These particles were mostly exaggerated in
the lungs also the 10 micro meters can annoy the eyes, nose, and throat all these are extended into the
lung, and being uncovered to fine particulates can source lung cancer.
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4.2 Performance Analysis of the Proposed Methodology

An investigational solution is utilized to assess the efficiency of the projected schemes and to explain
theoretical & practical expansions of these schemes.

Tab. 2 exposures the accuracy attained for all valuations. At this time, we have attained accuracy based
on the support values. The equivalent value for closing the support value 0.7 is proficient and attains an
accuracy is 80%. Then the support value is 0.6 proficient to obtain 75% accuracy. Then the equivalent
value for closing the 0.5 support value is recommended to attain an accuracy is 70%. Subsequently, the
equivalent value for finishing the support value 0.4 is proficient and obtains accuracy is 60%. The
graphical figure is established in Fig. 3. Tab. 2 displays the accuracy obtained for our projected study.

Tab. 3 elucidates the no of principles are produced for a study based upon a support value. In our
projected methodology we have used a relational suggestion rule mining to produce rules these exclusive
rules are taken from the procedure are 5, 5, 7, and 17 based on our support values they are 0.7, 0.6, 0.5,
and 0.4. Our investigation has generated a principle the range that has revealed in Tab. 3 and the
graphical diagram is established in Fig. 4.

Table 2: Proposed accuracy obtained for our proposed system

Support value Accuracy (in %)

0.7 80%

0.6 75%

0.5 70%

0.4 60%

Figure 3: Graph for accuracy obtained for our proposed method

Table 3: Unique rules are generated based on a support values

Support value Unique rules

0.7 5

0.6 5

0.5 7

0.4 17
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Tab. 4 elucidates the total no of Time taken for our study constructed upon a support value. We will
declare the memory space engaged values in Tab. 4 a memory space engaged for each and every
procedure is provided here primarily the support value for our procedure is 0.7, 0.6, 0.5, and 0.4, on the
basis of these principles they have taken a time namely 51000, 50457, 62544 and 85215. Our
investigation has engaged a low level of time that has been displayed in Tab. 6 and the graphical diagram
is established in Fig. 5.

In Tab. 5 elucidates the total of memory space occupied for a study based upon a support value. We will
offer a memory space engaged for each and every procedure given here firstly the support value for our
procedure is 0.7, 0.6, 0.5, and 0.4, on the basis of these principles we have the memory they are attained
the 2134185, 2385414, 2578416 and 2954841. Our research has employed a low level of our memory
space that has revealed in the table and the graphical diagram is established in Fig. 6.

unique rules, 
0.7, 5

unique rules, 
0.6, 5

unique rules, 
0.5, 7

unique rules, 
0.4, 17

U
ni

qu
e 

R
ul

es
Support values

Figure 4: Graph for unique rules obtained for our proposed study

Table 4: Proposed time attained for the whole process on the basis of the support value

Support value Time

0.7 51000

0.6 50457

0.5 62544

0.4 85215

time , 0.7, 
51000

time , 0.6, 
50457

time , 0.5, 
62544

time , 0.4, 
85215

T
im

e

Support Value

Figure 5: Graph for time taken for our proposed study
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4.3 Comparison of Proposed Methodology with the Existing Methods

If we associate a projected Auto Associative Neural Network to a prevailing neural network our
projected methodology will give a better accuracy that is high and the available technique will give low
accuracy solutions which are illustrated in Tab. 6. We have engaged accuracy values based upon a
support value. The provided support values are 0.7, 0.6, 0.5, and 0.4.

In assessment with the neural network, the algorithm provides very fewer accuracy values. In our
projected dataset we achieve Henceforth the efficacy approaches computation exposed that our Proposed
technique is more successful than the Existing technique it has graphically characterized in Fig. 7. For the
dataset, we achieved 80%, 75%, 70%, 60%, of accuracy based upon the support value 0.7, 0.6, 0.5 and
0.4. In a similar dataset, we have applied the neural network we have attained the low accuracy
accomplished values are 75%, 64%, 66%, and 53%. Thus, we can demonstrate that our anticipated Auto
associative neural network algorithm-based classification can outpace the state-of-art works by effectually
categorizing the discovered knowledge.

Table 5: Demonstrates the memory space attained for our complete process

Support value Memory

0.7 2134185

0.6 2385414

0.5 2578416

0.4 2954841

Table 6: Comparison of accuracy of proposed method vs. existing

Support value Proposed Existing

0.7 80% 75%

0.6 75% 64%

0.5 70% 66%

0.4 60% 53%

memory, 0.7, 
2134185

memory, 0.6, 
2385414

memory, 0.5, 
2578416

memory, 0.4, 
2954841

M
em

or
y

Support Value

Figure 6: Graph for memory space taken for our whole process
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5 Conclusion

Our projected Auto associative neural network-based classification has categorized the discovered
knowledge. The application of proposed method was applied by the Java platform. This projected work
has attained the highest accuracy of the existing method. The accuracy value displays the ratio of support
values we will attain better accuracy. And also, the projected work has taken less memory space and the
minimum level of time taken to comprehensive the entire procedure. Henceforth, we can be demonstrated
that our projected Auto associative neural network and relational suggestion rule mining method outdoes
the state of work by accomplishing higher accuracy.
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