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#### Abstract

Estimating the intention of space objects plays an important role in aircraft design, aviation safety, military and other fields, and is an important reference basis for air situation analysis and command decision-making. This paper studies an intention estimation method based on fuzzy theory, combining probability to calculate the intention between two objects. This method takes a space object as the origin of coordinates, observes the target's distance, speed, relative heading angle, altitude difference, steering trend and etc., then introduces the specific calculation methods of these parameters. Through calculation, values are input into the fuzzy inference model, and finally the action intention of the target is obtained through the fuzzy rule table and historical weighted probability. Verified by simulation experiment, the target intention inferred by this method is roughly the same as the actual behavior of the target, which proves that the method for identifying the target intention is effective.
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## 1 Introduction

Suppose there are two confrontational space objects in a three-dimensional space, and consider one of them as an observer which needs to use real-time data measurement to identify the intent of the other target then make decisions in a very short time. Through the 1 v 1 intention estimation, this method can be further extended to $1 \mathrm{vN}, \mathrm{Nv} 1$, and NvN situations [1-3]. Therefore, it is very important to study the target intention estimation in the 1 v 1 situation.

This algorithm is based on fuzzy mathematics theory for theoretical guidance of intention estimation [4]. Combined with the mathematical model of conditional probabilities [5-8], the probabilities of target intention can be effectively and quickly given. This algorithm divides the intention of the target object into 3 categories: offensive intention, escape intention, and unclear intention. Offensive intention means that the target will perform aggressive behaviors on the observer, including but not limited to fast approaching, adjusting the attack distance, and target locking. The intention to escape means that the
target is in fear or there is an escape report after detecting opponent. Unclear intention means that the target's behavior is uncertain, and it is likely to be in a hovering and wandering operation. It should be pointed out that the unclear intention does not mean the intention to attack, nor the intention to escape. Unclear intention belongs to the same level of intentions as offensive intention and escape intention.

The main solution in this paper is to calculate the distance, speed, relative heading angle, altitude difference, steering trend and other information between the two space objects [9,10], and according to the concept of membership function in fuzzy mathematics [11,12], calculate the fuzzy membership of each feature then determine the type of each feature [13]. Finally, the data is fused to give a credible instantaneous probability of intent. At the same time, based on the obtained instantaneous probabilities of intention estimation, the sequential storage operation is performed. Useful values are extracted from the recorded instantaneous probabilities of intention estimation [14,15], then the intention estimation probability based on the weighted historical probabilities is further deduced [16]. The weight value distribution of weighted historical probability data is based on the time distance as an indicator, the nearest time period is used as a high weight value, a relatively long time period is assigned a low weight value [17], eventually a smooth and historically based probability result is reached.

## 2 Target Feature Calculation Method

According to the relationship between the intention of space objects and the state of motion, this paper selects relative heading angle, distance, height difference, distance change rate, turning trend and other data as calculation parameters.

### 2.1 Calculation of Relative Heading Angle

The relative heading angle is defined as shown in the Fig. 1.


Figure 1: Definition of relative heading angle
From the speed formula Eq. (1):
$v=\frac{\Delta d}{\Delta t}$
This equation is very basic. $v$ denotes velocity, $d$ and $t$ stand for distance and time, respectively.
Further deduce the speed formula in all directions:

$$
\begin{align*}
& v_{\text {east }}=\frac{\Delta l}{\Delta t} \cdot \frac{\pi}{180} \cdot R \cdot \cos b  \tag{2}\\
& v_{\text {north }}=\frac{\Delta b}{\Delta t} \cdot \frac{\pi}{180} \cdot R \tag{3}
\end{align*}
$$

$v_{u p}=\frac{\Delta h}{\Delta t}$
$v_{\text {east }}$ represents the velocity with the coordinates in the true east direction as the positive direction in the three-dimensional coordinate system. The same goes for $v_{n o r t h} . v_{u p}$ represents the velocity from the center of the earth to the direction of observer as the positive direction in the three-dimensional coordinate system. This coordinate system represents the navigation coordinate system, and this coordinate method is also called the North-East Coordinate System. $\pi$ is the ratio of pi. $R$ is the radius of the earth (it is assumed here that the earth is approximately a standard sphere). $l, b, h$ represent the longitude, latitude, and altitude where space objects are. Through the calculation of these three velocities, this paper can describe the velocity of each component in the north-east navigation coordinate system of a certain place, which can be used to further calculate the speed direction, judge the movement and predict the movement of the object. Special attention should be paid to: the speed here should have error tolerance, because the measurement of the target often has deviations [18]. In this paper, the measurement accuracy is achieved by increasing the time interval of the measurement. Take five seconds as a time interval as the sampling standard here, that is, $\Delta t=5 \mathrm{~s}$.

Secondly, calculate the connection vector between the two space objects. Based on the existing latitude and longitude position information, a coordinate system with the observer as the origin, north and east as the positive direction is calculated. The distance vector can be obtained by the following Eq. (5).
vector $_{\text {distance }}=\left(\frac{2 \pi R\left(l_{1}-l_{2}\right)}{180}, \frac{2 \pi R\left(b_{1}-b_{2}\right)}{180}, h_{1}-h_{2}\right)$
where vector $_{\text {distance }}$ represents the vector of distance between the target and the observer. $l_{1}, b_{1}, h_{1}$ are longitude, latitude and altitude of the observer, and $l_{2}, b_{2}, h_{2}$ are the position information of longitude, latitude and altitude of the target. Then the following operation is performed.
$\vec{v}_{t}=\left(v_{\text {east }}, v_{\text {north }}, v_{u p}\right)$
$\cos \theta=\frac{\text { vector }_{\text {distance }} \cdot \vec{v}_{t}}{\mid \text { vector }_{\text {distance }}|\cdot| \vec{v}_{t} \mid}$
Define $\vec{v}_{t}$ as the velocity vector of the target. $\cos \theta$ represents the cosine of the angle $\theta$ which between the target heading vector and the distance vector vector distance of both objects. This formula is based on the calculation formula of the angle between vectors in three-dimensional space.

### 2.2 Algorithm of Distance Between Two Sides

### 2.2.1 When the Two Space Objects Are Far Apart

According to the cosine formula of the angle between two points in three-dimensional space:
$\overrightarrow{O A} \cdot \overrightarrow{O B}=|\overrightarrow{O A}| \cdot|\overrightarrow{O B}| \cdot \cos \alpha$
$O A, O B$ are vectors with the origin of two points as the starting point. $\alpha$ is the angle between the two vectors. $\cos \alpha$ represents the cosine of the angle $\alpha$.

The arc length formula of a circle:
$l=\frac{\pi R \alpha}{180}$
$l$ represents the arc length, $R$ represents the radius, $\pi$ represents the circumference of the circle, and $\alpha$ represents the angle corresponding to the arc length.

After further bringing in the latitude and longitude for conversion, the following formula is obtained:
$d=\frac{\pi R}{180} \cdot \arccos \left(\cos b_{1} \cdot \cos b_{2} \cdot \cos \left(l_{1}-l_{2}\right)+\sin b_{1} \cdot \sin b_{2}\right)$
$d$ represents the distance between the two points of space objects. $b_{1}$ and $l_{1}$ represent the latitude and longitude of observer. $b_{2}$ and $l_{2}$ represent the latitude and longitude of target.

### 2.2.2 When the Two Space Objects Is Relatively Close

According to the distance formula in three-dimensional space:
$d^{2}=\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}+\left(z_{1}-z_{2}\right)^{2}$
$d$ represents the distance between two objects. $x_{1}, y_{1}, z_{1}$ represent the $x y z$ axis coordinates of the object 1 in the space rectangular coordinate system, and $x_{2}, y_{2}, z_{2}$ represent the $x y z$ axis coordinates of the object 2 in the space rectangular coordinate system. Combined with the currently known conversion formula of latitude and longitude into the geocentric coordinate system, the authors can get the exact distance between observer and the target when the two objects are relatively close.

### 2.3 Algorithm for Height Difference Between the Two Sides

This algorithm is relatively simple, and only needs to calculate the difference from $H$. It should be noted that the height of observer is the guideline. A difference greater than 0 means that the target is above observer, and a difference of less than 0 means observer is below the target.

$$
\begin{equation*}
\triangle H=H_{1}-H_{2} \tag{12}
\end{equation*}
$$

$H_{l}$ is the height of target, $H_{2}$ is the height of observer.

### 2.4 Algorithm of Distance Change Rate

Distance information plays an important role in judging the intention of the target. This paper mainly considers the impact of distance changes on the estimation of target intentions, respectively considering when the target is getting closer or farther away from the observer, or the distance between the two objects keeps changing. Therefore, when constructing the fuzzy distance, it is divided into 3 fuzzy subsets, which are described by fuzzy variables. For the changes of distance, a new variable is defined to characterize it, that is, the rate of change of distance.
$\Delta d=\frac{\left(d_{1}-d_{2}\right)}{\left(d_{1}+d_{2}\right) / 2}$
Where $\Delta d$ is the calculated rate of change of distance. $d_{1}$ represents the distance of the target at time 1. $d_{2}$ represents the distance of the target at time 2 . The membership function is an algorithmic equation that categorizes different values into the three fuzzy subsets above, and the membership function $u(x)$ of $\Delta d$ is shown in the following Tab. 1:

Table 1: The relationship between distance change and state

| State | $\Delta d>0.5$ | $-0.5 \leq \Delta d \leq 0.5$ | $\Delta d>0.5$ |
| :--- | :--- | :--- | :--- |
| Gradually moving away | 0.1 | 0.1 | 0.8 |
| Suddenly far or near | 0.1 | 0.8 | 0.1 |
| Gradually approaching | 0.8 | 0.1 | 0.1 |

The membership function figure is shown below. Fig. 2 is a graphical representation of table above.


Figure 2: The membership function of distance change rate

### 2.5 Algorithm to Get Target Turning Trend Through Latitude and Longitude Height

The turning trend of the space target can reflect its intention to a certain extent. For example, when the target is approaching, the direction of movement will turn to the observer, and when retreating, it will deviate from the observer. Therefore, the target turning trend can be used as one of the parameters of intention inference to make the basis of intention estimation more abundant and sufficient.

In order to get the target turning trend, this paper starts from the curvature of the target trajectory. When the height is not considered, the target trajectory appears as a straight-line segment and a curved segment on the plane. What is needed in real-time intention estimation is the shape of the trajectory that the target's current motion will produce, that is, the target is moving in a straight line or a curve. There are methods proposed to quantize and encode the turning at each moment, then select the trajectory sequence within a certain period of time, and finally identify based on the probability model [19,20]. However, the time range of the quantized trajectory of this method is difficult to determine and the calculation amount is large, which is not suitable for high-speed moving targets. This paper directly uses the target trajectory sampling points to calculate the curvature, uses the vector cross product to determine the direction, and combines the two to obtain the steering parameters. Therefore, the target turning trend can be expressed by the curvature of the target trajectory.

The curvature is expressed as follow Eq. (14):
Curv $=\frac{2 \sin (\alpha)}{\text { Distance }}$
Curv represents the curvature of the target. $\alpha$ represents the angle formed between the coordinate point at time $t_{1}$, the coordinate point at time $t_{2}$, and the coordinate point at time $t_{3}$ in space. Use the angle cosine
formula to combine the existing latitude and longitude height-geocentric coordinate system conversion function, here expressed as $L B H t o X Y Z$, then calculate the cosine and sine.
$\cos (\alpha)=\frac{\left(\text { LBHtoXYZ }\left(t_{1}\right)-\text { LBHtoXYZ }\left(t_{2}\right)\right) \cdot\left(\text { LBHtoXYZ }\left(t_{2}\right)-L B H t o X Y Z\left(t_{3}\right)\right)}{\left|\operatorname{LBHtoXYZ}\left(t_{1}\right)-L B H t o X Y Z\left(t_{2}\right)\right| \cdot\left|\operatorname{LBHtoXYZ}\left(t_{2}\right)-L B H t o X Y Z\left(t_{3}\right)\right|}$

$\cos (\alpha), \sin (\alpha)$ represent the cosine and sine values corresponding to the angle of $\alpha$. The magnitude of curvature reflects the degree of curvature of the curve, and the direction of curvature needs to be represented by curvature symbols. In this algorithm, if the left is positive, the curvature sign can be determined by the plane vector cross product. The specific method is as Eq. (17).
$\operatorname{sign}($ Curv $)=\operatorname{sign}\left(\left(L B H t o X Y Z\left(t_{1}\right)-L B H t o X Y Z\left(t_{2}\right)\right) \times\left(L B H t o X Y Z\left(t_{2}\right)-L B H t o X Y Z\left(t_{3}\right)\right)\right)$
It should be noted that considering the influence of sampling error, the calculation between $t_{1}$ and $t_{2}$ should satisfy:
$t_{1}-t_{2}=5 s$
The above illustrates that the interval between $t_{l}$ and $t_{2}$ should meet the condition of 5 s . The velocity and distance are calculated by the position information separated by 5 s , which can calculate the speed more accurately and reduce the speed error.

The cross-product operation is defined as follows: $A B=\left(x_{1}, y_{1}\right), \quad A C=\left(x_{2}, y_{2}\right)$, $A B \times A C=x_{1} y_{2}-x_{2} y_{1}$.

When using this method to calculate the curvature, the measurement error of the track point will cause the fluctuation of the curvature, especially in the straight-line movement, the curvature sign will change repeatedly [21]. In order to reduce the random error, the sampling points in the sliding time window can be used to calculate the average curvature, and a threshold value can be set at the same time. When the curvature is less than the threshold value, the curvature is considered to be 0 , and the target moves approximately in a straight line.

## 3 Fuzzy Deduction and Probability Deduction

When using fuzzy inference for target intent estimation, it is necessary to construct a fuzzy inference system from two aspects: fuzzy inference model and fuzzy inference rule. Different types of targets have different behavior patterns, and corresponding models and rules need to be established according to actual conditions.

### 3.1 Fuzzy Inference Model

This paper adopts the Mamdani fuzzy inference model with multiple inputs and single output [22,23]. The inputs are the position information status of the target observed by the sensors: longitude, latitude, altitude, and the 5 parameters obtained by further statistics and calculations using the target's position information: speed, height, distance, relative heading angle and steering trend. The output is the target's probability of intention: attack, escape, unclear. The three situations have different probabilities. The membership functions of inputs and outputs are shown in the Fig. 3.


Figure 3: Images of some important membership functions
In Fig. 3-1, it represents the membership type of velocity. The abscissa represents the size of the target speed, and the ordinate represents the degree of fuzzy membership at a certain speed. The orange line indicates the degree of membership which belongs to the fuzzy feature of slow. The blue line indicates the degree of membership which belongs to the fuzzy feature of being fast. The two lines cross when the speed is equal to 250 . When the target speed is less than 250 , its speed is classified as slow. Similarly, when the target speed is greater than 250 , its speed is classified as fast.

In Fig. 3-2, the abscissa denotes the height difference between the target and observer, which means the value obtained by subtracting the height of the target from the height of the observer. The value range of the abscissa is not necessarily greater than zero. The ordinate indicates the degree of fuzzy membership within a certain height difference. The orange line represents the degree of membership which belongs to the fuzzy feature of low membership. The blue line represents the degree of membership which belongs to the fuzzy feature of being high. The two lines cross when the height difference is -1500 and +1500 , respectively.

In Fig. 3-3, the abscissa represents the straight-line distance between the target and the observer. The ordinate represents the degree of fuzzy membership at a certain distance. The gray line denotes the degree of membership belonging to the fuzzy feature of being close. The orange line indicates the degree of membership which belongs to the fuzzy feature of middle distance. The blue line indicates the degree of membership belonging to the fuzzy feature of being far away. The orange line and the gray line cross at a distance of 75,000 , and the blue line and the orange line cross at a distance of 175,000 .

In Fig. 3-4, the abscissa represents the relative heading angle of the target, and the ordinate represents the degree of fuzzy membership corresponding to a certain relative heading angle. The gray line indicates the degree of membership which belongs to the fuzzy feature of small angle. The orange line indicates the degree of membership belonging to the fuzzy feature of middle angle. The blue line indicates the degree of membership belongs to the fuzzy feature of large angle. The gray line and the orange line cross when the relative heading angle is equal to 12.5 degrees, the blue line and the orange line cross when the relative heading angle is equal to 87.5 degrees.

In Fig. 3-5, the abscissa represents the turning trend size of the target, and it can be greater than zero or less than zero. The ordinate represents the magnitude of the corresponding fuzzy membership within a certain turning trend. The blue line indicates the degree of fuzzy membership corresponding to the fuzzy feature of
deviation. The orange line indicates the degree of fuzzy membership in a certain turning trend is classified as the fuzzy feature of heading. When the turning trend tends to zero, neither deviation nor heading can be indicated. At the same time, it is necessary to leave a little redundancy when the turning trend tends to 0 , so when the turning trend is greater than 0.1 , it can be determined the membership feature is belongs to heading. In the same way, when the turning trend is less than -0.1 , it can be determined that the turning trend belongs to the fuzzy feature of deviation.

In Fig. 3-6, the abscissa of intention membership indicates the value of different states. The ordinate is the degree of membership of different states corresponding to different values. It can be seen that when the value is $[0,0.25]$, the intention belongs to state 1 . When the value is $[0.25,0.5]$, the intention belongs to state 2 . When the value is $[0.5,0.75]$, the intention belongs to state 3 . When the value is $[0.75,1]$, the intention belongs to state 4 .

### 3.2 Fuzzy Inference Rules

After the inputs and outputs are determined, the corresponding rules need to be formulated to perform fuzzy inference. For the fuzzy reasoning model in 3.1, the fuzzy rules are as shown in the Tabs. 2 and 3. At this point, the construction of the fuzzy inference system is completed. As long as the location and mobile information of the target is obtained in real time, the intent of the target can be inferred. It should be noted that the selection of membership functions and the formulation of fuzzy rules need to conform to objective facts [24]. Therefore, designing with reference to expert knowledge and experience can make the fuzzy inference system more accurately reflect the actual situation.

Table 2: Inference rule table

| Speed | Height difference | Distance | Relative heading angle | Turning trend | Intent |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Slow 1 | Low 1 | Near 1 | Small 1 | -2 | State 4 |
| Slow 1 | Low 1 | Near 1 | Medium/Large 2/3 | Heading 3 | State 4 |
| Slow 1 | Low 1 | Near 1 | Medium/Large 2/3 | Deviation 1 | State 3 |
| Slow 1 | Low 1 | Near 1 | Medium/Large 2/3 | -2 | State 1 |
| Slow 1 | Low 1 | Middle/Far 2/3 | Large 3 | -2 | State 1 |
| Slow 1 | Low 1 | Middle/Far 2/3 | Medium/Large 2/3 | Heading 3 | State 2 |
| Slow 1 | Low 1 | Middle/Far 2/3 | Medium/Large 2/3 | Deviation 1 | State 1 |
| Slow 1 | High 2 | Near 1 | Medium/Large 2/3 | -2 | State 2 |
| Slow 1 | High 2 | Near 1 | Large 3 | -2 | State 1 |
| Slow 1 | High 2 | Middle 2 | Medium/Large 2/3 | Deviation 1 | State 1 |
| Slow 1 | High 2 | Middle 2 | Medium/Large 2/3 | Heading 3 | State 2 |
| Slow 1 | High 2 | Far 3 | Large 3 | -2 | State 1 |
| Slow 1 | High 2 | Far 3 | Medium 2 | -2 | State 2 |
| Fast 2 | Low 1 | Far 3 | Small 1 | -2 | State 2 |
| Fast 2 | Low 1 | Far 3 | Medium 2 | Heading 3 | State 2 |
| Fast 2 | Low 1 | Far 3 | Medium 2 | Deviation 1 | State 1 |
| Fast 2 | Low 1 | Far 3 | Large 3 | -2 | State 1 |
| Fast 2 | Low 1 | Middle 2 | Small 1 | -2 | State 3 |
| Fast 2 | Low 1 | Middle 2 | Medium/Large 2/3 | Deviation 1 | State 2 |

(Continued)

| Table 2 | continued) |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- |
| Speed | Height difference | Distance | Relative heading angle | Turning trend | Intent |
| Fast 2 | Low 1 | Middle 2 | Medium 2 | Heading 3 | State 3 |
| Fast 2 | Low 1 | Middle 2 | Large 3 | Heading 3 | State 2 |
| Fast 2 | Low 1 | Near 1 | Small 1 | -2 | State 4 |
| Fast 2 | Low 1 | Near 1 | Medium 2 | Heading 3 | State 4 |
| Fast 2 | Low 1 | Near 1 | Medium 2 | Deviation 1 | State 3 |
| Fast 2 | Low 1 | Near 1 | Large 3 | -2 | State 1 |
| Fast 2 | High 2 | Middle/Far 2/3 | Small 1 | -2 | State 2 |
| Fast 2 | High 2 | Middle/Far 2/3 | Medium 2 | Heading 3 | State 2 |
| Fast 2 | High 2 | Middle/Far 2/3 | Medium 2 | Deviation 1 | State 1 |
| Fast 2 | High 2 | Middle/Far 2/3 | Large 3 | -2 | State 1 |

Table 3: Intention conversion table

| Intent | State 1 | State 2 | State 3 | State 4 | Unknown |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Attack | 0 | 0.5 | 0.7 | 1 | 0 |
| Escape | 1 | 0.2 | 0.1 | 0 | 0 |
| Unclear | 0 | 0.3 | 0.2 | 0 | 1 |

### 3.3 Update of Real-Time Intention Estimation Based on Historical Data

After obtaining the instantaneous intent probabilities, if only the instantaneous intent estimation probabilities are given each time, there are still many shortcomings, such as: probabilistic volatility, inaccurate probabilities, the probability change is not smooth enough, and so on. This paper solves this problem by using a sliding time window to store historical data.

The instantaneous probability data obtained in Section 2.4 can be stored in a sequential storage, and then performing weighting operations to obtain the update of the real-time intention estimation based on historical data. The size of historical probability data can be customized according to its own storage capacity. In this algorithm, it chooses to store nearly 4 minutes of historical probability data, and adopts a weighting method to perform the final weighted probability output. Since the data measured in the most recent time period has higher timeliness, the probability of the most recent intention needs to be given a higher weight value. And for the probability of an earlier intention, a lower weight value is given. Therefore, for the probability of being closer to the current time, a higher weight value is adopted; for the probability of an earlier time, a lower weight value is adopted. The distribution is shown in the following Tab. 4:

Table 4: Weight distribution table

| Time period (min) | Weights |
| :--- | :--- |
| $0-1$ | 0.4 |
| $1-2$ | 0.3 |
| $2-3$ | 0.2 |
| $3-4$ | 0.1 |

Define event $A$ as attack, $E$ as escape, and $U$ as unclear. Define time $T_{1}, T_{2}, T_{3}, T_{4}$ as four different time periods. Perform a weighted sum:
$\mu(A)=0.4 \cdot \sum_{i=0}^{1} P\left(A, T_{i}\right)+0.3 \cdot \sum_{i=1}^{2} P\left(A, T_{i}\right)+0.2 \cdot \sum_{i=2}^{3} P\left(A, T_{i}\right)+0.1 \cdot \sum_{i=3}^{4} P\left(A, T_{i}\right)$
$\mu(E)=0.4 \cdot \sum_{i=0}^{1} P\left(E, T_{i}\right)+0.3 \cdot \sum_{i=1}^{2} P\left(E, T_{i}\right)+0.2 \cdot \sum_{i=2}^{3} P\left(E, T_{i}\right)+0.1 \cdot \sum_{i=3}^{4} P\left(E, T_{i}\right)$
$\mu(U)=0.4 \cdot \sum_{i=0}^{1} P\left(U, T_{i}\right)+0.3 \cdot \sum_{i=1}^{2} P\left(U, T_{i}\right)+0.2 \cdot \sum_{i=2}^{3} P\left(U, T_{i}\right)+0.1 \cdot \sum_{i=3}^{4} P\left(U, T_{i}\right)$
$P\left(\mathrm{~A}, \mathrm{~T}_{\mathrm{i}}\right)$ stands for the probability of the target's attack intention in the time period $T_{i} . P\left(\mathrm{E}, \mathrm{T}_{\mathrm{i}}\right)$ stands for the probability of the target's escape intention in the time period $T_{i} . P\left(U, T_{i}\right)$ stands for the probability of the unclear intention of the target in the time period $T_{i} . \mu(A)$ represents the weighted sum of the probability of offensive intention. $\mu(E)$ represents the weighted sum of the probability of escape intention. $\mu(U)$ represents the weighted sum of the probability of unclear intention.
$P(A)=\frac{\mu(A)}{\mu(A)+\mu(E)+\mu(U)} \cdot 100 \%$
$P(E)=\frac{\mu(E)}{\mu(A)+\mu(E)+\mu(U)} \cdot 100 \%$
$P(U)=\frac{\mu(U)}{\mu(A)+\mu(E)+\mu(U)} \cdot 100 \%$
where $P(A)$ represents the probability of the target's intentional attack, which is the operation of normalizing the weighted sum. $P(E)$ represents the probability that the target intends to escape. $P(U)$ represents the probability that the intention of the target is unclear. The idea of this algorithm is to first obtain the sum of the weighted historical probabilities of each intent, and then standardize the sum of each weighted probability to obtain the estimated probability with a value range of $(0,1)$. The process is shown in the Fig. 4.

Historical instantaneous probability


Figure 4: Schematic diagram of historical probability weighting algorithm

## 4 Experiment

Based on the above algorithm, the simulation experiment is adopted to verify effect, and the 1v1 intention estimation method can be extended to the NvN situation to verify the reliability of the algorithm.

The process is shown in the Fig. 5, where the experiment sets 3 space moving objects as observers and 8 space moving objects as the targets. First, each observer performs a 1v1 intention estimation for each target at the same time (blue solid line), and then the three observers transmit the calculated intention probability to each other (orange dashed line), finally output the targets' intention.


Figure 5: Schematic diagram of experimental model
The intent estimations are compared with the subsequent real actions of the targets, and a matrix is output to indicate whether the prediction is correct, as shown in the Tab. 5. The matrix indicates the correctness of the target intent estimation at a certain moment ( Y means correct, N means wrong). The line represents the moment. The column represents the target object number.

Table 5: Matrix of estimations

| Time | Target 1 | Target 2 | Target 3 | Target 4 | Target 5 | Target 6 | Target 7 | Target 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Moment 1 | Y | N | Y | Y | Y | Y | Y | N |
| Moment 2 | Y | Y | Y | Y | Y | N | Y | Y |
| Moment 3 | Y | Y | Y | Y | Y | Y | Y | Y |
| Moment 4 | Y | Y | Y | N | Y | Y | Y | Y |
| Moment 5 | Y | Y | Y | Y | Y | Y | Y | Y |

After checking for a few moments, the following Tab. 6 shows the accuracy of target intention estimation for 500,000 samples.

Table 6: Result accuracy

|  | Target 1 | Target 2 | Target 3 | Target 4 | Target 5 | Target 6 | Target 7 | Target 8 | Overall |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Accuracy | $90.23 \%$ | $89.88 \%$ | $91.19 \%$ | $90.47 \%$ | $88.79 \%$ | $90.03 \%$ | $91.54 \%$ | $90.72 \%$ | $90.35 \%$ |

In summary, the simulation results show that the method in this paper basically conforms to the hypothesis and the method is effective.

## 5 Conclusion

This paper proposes a method of estimating intention characteristics of space targets. Based on this, combined with the movement state information obtained from the observation, the fuzzy inferencing method is also used to study the problem of target intent estimation. This method can effectively estimate the combat intention of the space target, thereby providing a reliable basis for situation analysis and command decision-making. And it can estimate the intent of the target without a large amount of statistical data. The result shows that this method could estimate intention of the target efficiently. This research can be used in drone control, flight navigation, military fields, etc. The advantage of this method is that it can achieve a better prediction effect without a lot of data training, and the results can be generated in real time, which is convenient for timely decision-making and rapid response. In addition, the deployment of this method requires no additional hardware, requires low computing power, and can be deployed quickly and without cost. Although the method in this paper does not require a probability model, it still needs to formulate corresponding membership functions and fuzzy rules for different goals based on experience and knowledge. Reasonable determination of the membership function and fuzzy rules is the key to this method, and it is also an important issue to be solved in the follow-up.
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