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Abstract: Recent security applications in mobile technologies and computer sys-
tems use face recognition for high-end security. Despite numerous security tech-
niques, face recognition is considered a high-security control. Developers fuse
and carry out face identification as an access authority into these applications.
Still, face identification authentication is sensitive to attacks with a 2-D photo
image or captured video to access the system as an authorized user. In the existing
spoofing detection algorithm, there was some loss in the recreation of images.
This research proposes an unobtrusive technique to detect face spoofing attacks
that apply a single frame of the sequenced set of frames to overcome the
above-said problems. This research offers a novel Edge-Net autoencoder to select
convoluted and dominant features of the input diffused structure. First, this pro-
posed method is tested with the Cross-ethnicity Face Anti-spoofing (CASIA),
Fetal alcohol spectrum disorders (FASD) dataset. This database has three models
of attacks: distorted photographs in printed form, photographs with removed eyes
portion, and video attacks. The images are taken with three different quality
cameras: low, average, and high-quality real and spoofed images. An extensive
experimental study was performed with CASIA-FASD, 3 Diagnostic Machine
Aid-Digital (DMAD) dataset that proved higher results when compared to
existing algorithms.

Keywords: Image processing; edge detection; edge net; auto-encoder; face
authentication; digital security

1 Introduction

At present, face biometrics has been popularly used in various intelligent products and authentication
systems, including all entrance guard systems, Automated Teller Machines (ATM)s, and mainly mobile
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phones. People no longer necessitate remembering their credit card’s complex password; instead, they may
pay for things simply by scanning their faces. Face locks are now supported by several Android smartphones,
including Huawei’s honor series. Customers place their faces in front of the inbuilt camera to unlock the
phone. However, certain illegal persons or criminals may easily breach these biometric systems with a
single face photo or captured video and steal the money and information. At the University of Hanoi, the
security and vulnerability team said that it is efficiently bypassing these methods with legitimate users’
spoofed face images. Hence, anti-spoofing of the face is an essential requirement for the face security
system. Existing facial biometric devices are pretty sensitive to spoofing attacks of many kinds.

A person’s identification can be fabricated by showing a video, photograph, or 3D mask of a legitimate
individual to the sensor; a person can also apply makeup and undertake any surgery to impersonate a real
user. A sample flow diagram of a spoofing attack is depicted in Fig. 1. The research becomes very
challenging, and several conferences have recently been held to promote the advances made in this field.
Deep learning-based algorithms [1,2] have recently adopted cross-entropy with binary for loss and are
considered as a direct supervisor in the anti-spoofing of faces.

Nevertheless, Convolutional Neural Network (CNN)-based approaches concentrate on deeper semantic
aspects, which are ineffective at defining fine-grained data between live and spoof images and are readily
ineffectual when the ambiance changes which means various lighting effects.

Anti-spoofing is based on features of picture and motion quality. It is classified into two categories:
dynamic and static. The static technique is a single static snapshot being analyzed. On the other hand, the
dynamic approach analyzes the temporal and spatial characteristics of a sequence of input frames.
Computer vision projects are highly encouraged to use deep learning techniques for accurate outcomes.
Most modern deep learning-based FAS approaches, such as Visual geometry group (VGG) [3], Residual
Network (ResNet) [4], and DenseNet Network (DenseNet) [5], are based on image classification task-
based backbones [6,7].

The networks have often overseen a loss in binary cross-entropy, which gets arbitrary patterns like
screen bezels rather than the character of spoofing practices. Deep learning principles have outperformed
other architectures when interacting with complicated computer vision challenges and image-related
issues. We present a robust approach that equals state-of-the-art outcomes in detecting the assaults in this
environment. This research contributed to this paper as follows:

Figure 1: Spoofing attacks
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� Edge detection is applied to differentiate the life and spoofed image. This technique is used for the first
time in face anti-spoofing supervising data. Its 3D structure is used for finding dissimilarities between
spoof and live faces.

� The novel effective Edge-Net auto-encoder model is proposed, which employs the detecting region of
discontinuities in the images, enhancing the anti-spoofing in the authentication system.

� Autoencoders for dimensionality reduction, faces are pre-trained with local and fixed regions to
improve the framework performance and convergence speed.

� All Weight is acquired from the autoencoder, and the weights of pre-trained encoders are used to
classify the spoofed and real images.

� This paper investigates the application of a convolutional autoencoder to downscale the input image
dimensionalities. It supports by avoiding unnecessary features, thus enhancing the framework with
generalized capability.

� The layers automatically learn Liveness features in the architecture. Then images are classified as real
and spoofed are achieved with a softmax classifier.

� This Edge-Net model obtains state-of-the-art outcomes on benchmark datasets with intra-dataset
testing.

1.1 Definitions

Deep convolutional neural network (CNN): This neural network is constructed for structured array
processing of data like text and images. Computer vision mostly uses CNN for effective results. Several
visual applications like image classification depend on CNN for a perfect training and matching images.
It also established successful text classification models using natural language processing.

Edge detection: This approach is used in image processing for edges identification of objects within
images, and it processes data by identifying the discontinuities in brightness. Detection is performed for
data extraction in image processing and image segmentation, machine vision, and computer vision.

1.2 Motivation

By spoofing attacks, attackers can gain the personal identity of others, money theft, spread malware via
infected attachments or links, and bypass the control of network access. This problem motivates us to find a
solution through Liveness detection for face recognition in biometrics, which is the capability of a computer
system to determine if the person in front of the camera is a spoofed image or a natural person’s image.

1.3 Organization of the Paper

This paper is structured as follows from Section 2. In Section 2, we go over similar research that has been
done by many researchers utilizing various methodologies and algorithms. The architecture of the proposed
work is explained in Section 3. The proposed model is implemented in Section 4 using the tools and datasets
that were used. Section 5 discusses and captures the outcomes of individual approaches by incorporating
various test levels of the model, and Section 6 concludes our paper.

2 Structures

A paper for a literature survey is extensively done on face detection techniques. Spoofing attacks use
different methods, which are classified into many groups based on (a) motion (b) texture (c) multi-cues
fuse (d) image quality analysis. Fundamentally, the texture of real face skin is varied from spoofing
attacks in mediums. Spoof materials are like Liquid Crystal Display (LCD) and soft plastic can be
identified by the texture analysis concept. These techniques dive image to greyscale and colors. The End

IASC, 2023, vol.35, no.3 2775



to End [8] spoofing on face uses a deep learning algorithm for accurate face spoofing detections. New
descriptors are used to represent the appearance of images and structures of both original and spoofed
features. Spoofing assaults in [9] are trained the ensemble types for improving the ability to exist methods
and find the unseen face attacks easily.

In paper [10] Investigated the potential impact of auxiliary supervision on deep learning approaches in
the PAD problem. Another model uses CNN and Recurrent Neural Network (RNN) networks to measure the
face depth and Remote Photoplethysmography Pulse (RPG) signal of the video. Fusing the estimated depth
and rPPG signal differentiates attack accesses from actual accesses.

The Framework with multiclass features is adopted in a few types of research to plan the Presentation
Attack Detection (PAD) problem to prevent spoofing attacks. However, the two-class method has many
limitations, including (a) hardship in determining an efficient decision limit to discern actual from
spoofing samples [11], (b) worse novel attacks generalization [12] (c) the over-fitting problems, limited
size dataset training problems [13].

Face spoofing using binary representation has disadvantages like detection formulation, many authors
discussed one class (anomaly) based algorithms. It provides attractive quality when compared with its
two-class counterpart. The training data can be elongated to original data for training the anomaly
classifier. It consists of huge generalization due strongest to the nature of new attacks by face spoofing.
Recent research has established the advantages of designing a client-based anomaly face anti-spoofing
system [14]. In the article [15] implement a new client-specific anomaly Stacking ensemble for detecting
spoofing face detection. It tends to find two-class demerits with learners as an unseen scenario attack and
develop a classifier pool for Stacking. They have taken three deep CNNs, facial region, and three
anomaly experts making 63 spoofing detectors. In the article [16] 3D point cloud (3DPC) is employed as
data supervision for face anti-spoofing. It proposes an effective network for encoder-decoder (3DPC-Net)
that only depends on 3DPC supervision.

The standard operator known as Central Differences Convolution (CDC) [17] proposes anti-spoofing
detection of the face. Based on CDC, a Central Difference Convolutional Network is constructed. It
proposes CDCN++, which contains a CDC backbone search and multi-scale attention model with fusion.
The article [18], introduces a convolutional autoencoder to minimize the dimensionality of images.
Moreover, classification and feature extraction of spoofed and natural is done using pre-trained weights.
The architecture applied in [19], uses two convolutional neural network streams that work on two spaces,
which are multi-scale retinex space and Red, Green, and Blue (RGB) color space. RGB space provides
detailed data about the face texture, and the latter high-frequency data is captured in the face for
discrimination. Another approach [20] fused the Simplified encoded CNN called Weber Local Descriptor
and Local Binary pattern models.

The extracted features were integrated with preserving the data intensity and edge orientation. Further
classifier Support Vector Machine (SVM) was applied to find spoofed images or real images. Then [21–37]
detail map is used for training the fully convolutional network (FCN), which achieves good results than the
traditional CNN approach.

3 Proposed Methodology: EdgeNet

This work proposes a novel Edge-Net deep learning structure for spoofing detection in the faces while
getting access through biometric authentication. It would guarantee more efficient learning of spoofed
features based on the below features

� The first step in the proposed work, the edges are detected in the input images to find the
discontinuities in the pictures, which helps identify the spoofed image from the live images.
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� The dimensionality reduction phase helps to reconstruct the input images using an increased layer of
the convolutional autoencoder. The weights from the autoencoder are given as input to another model
consisting of a fully connected layer and the flattened layer comprising 1024 neurons.

� Further, a softmax is applied to classify whether the input is real or spoofed.

The general structure of the proposed Edge-Net model is shown in Fig. 2.

3.1 Pre-Processing

Pre-processing is needed to classify the spoofed and actual image, enhancing the image for further processing.
The steps in pre-processing involve three stages: removing noise, resizing the image, and normalization.

3.1.1 Resize Image
All images are not the same in size in the dataset and processing multiple-size data does not provide

standard results. Every image is resized as 256 × 256 and sent for the next step of processing.
Downsampling and upsampling methods are applied to resize the input image.

3.1.2 Removal of Noise
The noise is eliminated from the original input face image by applying the bilateral filter to upgrade the

effectiveness in classifying spoofed and authentic images. The bilateral filter applies an Gaussian Filter, but it
possesses one more multiplicative element, an operation of pixel intensity variance. It makes sure that only
pixel intensity parallel to that of the principal pixel is incorporated in calculating the blurred intensity value.
This filter conserves the edges of the image, which helps us clearly fr the edge detection practical filter can be
constructed as follows:

Figure 2: The general structure of the proposed Edge-Net model

Here BiF[I] p ans pixel outcome the of p, and the RHS is sum of pixels q weighted using Gaussian
function. Iq is pixel q in normalization range weight ranges a is tine with added terms to the previously
derived equation. σs denotes the kernel spatial extent. The neighborhood size, and rr shows the edge
with low amplitude. It confirms that pixels with that value intensity equal to pixel center value are
assumed for blurring, intensity sharpness changes are maintained
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3.1.3 Normalization
To enhance the image’s contrast by applying normalization, the contrast of the image depends on pixel

intensity value. This proposed work’s normalization process uses the RGB pixel technique [22] called
compensation. The adaptive compensation illumination is used on the black pixel with histogram equalization.

3.1.4 Feature Extraction
In this paper, an autoencoder is applied to obtain the feature data from the input. Autoencoder, a neural

network-based feature extraction technique, produces abstract elements from high-dimensional data with
excellent success. However, they are officially learned using supervised learning techniques or “self-
supervised”. It is an unsupervised learning method. Generally, it trains the autoencoder as one of the vast
models that reproduce the input.

3.2 Edge-Net Dataset Creation

In this paper, we adapt the Laplacian of Gaussian (LoGS) to mark the edges of the image to enhance the
prediction level much better than the previous model. It works on the zero-crossing technique, i.e., when the
second-order derivative comes across zero, that particular location coincides with a higher level It is called an
edge area. Here the Gaussian operator minimizes the noise, and the Laplacian operator determines the sharp edges.

The formula defines the Gaussian functional:

Gðx; yÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2

p exp� x2 þ y2

2r2

� �
(2)

where, σ-is the standard deviation.

And the LoGS operator is calculated from

LoGS ¼ @2

@x2
G ðx; yÞ þ @2

@y2
Gðx; yÞ ¼ x2 þ yy � 2r2

r4
exp � x2 þ y2

2r2

� �
(3)

The live face image doesn’t have darkened edges, but the spoofed images have, as shown in Fig. 1. We
can find out the significant differences among the images that enhance EdgeNet’s prediction level.

3.3 Autoencoder

Autoencoder is kind of artificial neural network that encodes an image by applying the encoder ae (θ)
and rebuild an image X with the help of the decoder. An autoencoder contains two subparts, the encoder and
the decoder, which can be interpreted as transitions [ and φ, such as

[ : @ ! F (4)

’ :F ! @ (5)

[; ’ ¼ arg
[;’

min jj@ � ð’ � [Þ @ jj2 (6)

The feature space F has low dimensionality than the, the feature vector [ðxÞ is represented as
compressed of the input x. Autoencoding is an algorithm applied to compress the data. An autoencoder
with trained faces would execute efficiently on face compression. The decompressed output data would
be as lightly degraded as compared to given input images but can reduce the loss.

3.4 Proposed EdgeNet Architecture

The convolutional autoencoder consists of convolution and max-pooling layers. The proposed
architecture of the EdgeNet autoencoder is shown in Tab. 1. In the next step, the CNN network computes
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by forwarding pass, which applies the weight of the re-trained encoder in a flatter section. Then the images
trained are labeled as original and spoofed. As a consequence of a fully connecting layer, the whole network
is designed to train the above images. The images received after reducing the dimension are given as input to
the CNN’s fully connected layers with a softmax classifier which finds the given facial image is original or
spoofed. This architecture is trained for 75 epochs. The proposed work uses an edge detected image of the
live and spoofed face image, shown in Figs. 3 and 4.

Table 1: Dataset description

Dataset Data description Attack type

Replay attack dataset Short video Captured videos in various environment

3D mask attack dataset Short video Creation of Mask based on the face image

CASIA FASD dataset Images and short video Video, cut attack, and warped photo

Edge-Net dataset Images Edge detected images of CASIA-FASD

Figure 3: (a) Live face. (b) Spoof face

Figure 4: a. Edge detected live face image; b. Edge detected spoofed face image

In classifying spoofed images and real images, this research proposes an EdgeNet autoencoder structure
in Fig. 5. Pre-processed and edge detected image is given as input to the encoder. The autoencoder further
reduces the image’s dimension [38,39] but increases the extraction of the features. Then feature of the given
image is learned by the encoder and decoder. The autoencoder consists of a convolutional and max-pooling
layer. The pooling layer is used to downsampling and upsampling the image at the encoder and decoder end.

Then forward a Convolutional Neural Network bypass, which uses the pre-trained weight of encoder in a
flatten area. The input images are reconstructed to be trained and it is labelled as spoof or real. This model
uses weights of pre-trained encoder. Therefore, these layers are not re-trained. After dimensionality reduction
completion, the images are directly fed into the CNN fully connected layer [40,41]. The softmax classifier
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classifies whether the image is real or spoofed. The Edge-Net autoencoder model algorithm is given as a flow
chart in Fig. 6.

Figure 5: Edge-Net deep convolutional neural network model

Figure 6: Flow chart for the EdgeNet algorithm

Algorithm 1: Edge-Net Autoencoder for Spoofed and Real image Classification

Step 1: Given the input image Iin

Step 2: Pre-processing the image Iin, BiF½Iin�p ¼ 1
Wp

P
q2S

Grsðjjp� qjjÞGrrðjIp � IqjÞIq
Step 3: Then BiF[Iin]p feed in to Laplacian of Gaussian model LoGS ¼ @2

@x2 G ðx; yÞ þ @2

@y2 Gðx; yÞ ¼
x2þyy�2r2

r4 exp � x2þy2

2r2

� �
, to detect the edge of the images.

Step 4: Then the LoGS image given as input to the autoencoder [; ’ ¼ arg
[;’

min jj@ � ð’ � [Þ @ jj2 for
dimensionality reduction and feature extraction.

Step 5: Find the weights from the pre-trained model (receive weights (Wx and biasBx)

Step 6: Convert the data into single dimensional array.

Step 7: Then fully connected layer (Iin – (FS – 1)) is determined

Step 8: Softmax classifier performs the classification on input image spoofed and real i = 1,

SðinÞ ¼ einPl

m¼1
exm

(2)

Step 9: The output image is classified.

This edge detection algorithm helps to improve the accuracy of fake faces in the digital security system.
Laplacian of Gaussian model with autoencoder is first time implemented in fake face detection strategy. The
result computation is discussed in upcoming sections.
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4 Experimental Setup

4.1 Datasets Used

The proposed algorithm is evaluated with three benchmark datasets CASIA FASD [23], 3DMAD with
Replay-attack IDIAP dataset, and our Edge-Net dataset.

4.1.1 D Mask Attack Dataset (3DMAD)
The Mask Attack 3D Database (3DMAD) is a human face spoofing dataset. It occupies 76510 frames of

17 persons, recorded using the Kinect for authenticated access and spoofing attack. Each structure has:

Image depth of (640 × 480 pixels – 1 × 11 bits).

The RGB corresponding images (640 × 480 pixels – 3 × 8 bits).

Eye position is manually annotated (concerning the RGB image).

The data in 3 types is collected in all subject session, and for every session, five videos of 300 frames are
recorded. The recordings done in controlled condition, with front view and neutral expression. A sample of the
3DMAD images is shown in Fig. 7. The eye positions are manually labelled for every 1st frame, 61st frame, 121st
frame, 181st frame, 241st frame, and 300th frame in each video. They are interpolated linearly for the rest. The
mask real size are obtained using “ThatsMyFace.com.” The dataset also possesses the face images utilized to
provide these masks and paper-cut masks created by the same service and employing the same images.

4.1.2 Replay Attack Dataset
Itis given by the Idiap Research Institute contains spoofed and live videos of 50 various subjects. It has

1300 above videos and each.mov.movclip is nearly 9 s in duration. All generated videos with the help of
webcam built in or recording video of themselves. High-resolution video is captured in same session by
Canon PowerShot SX150 IS camera to do the attacks. Twenty attack short duration with videos are
captured for every subject in two various modes such as adverse and controlled.

4.1.3 CASIA-FASD Dataset
This dataset includes three attack types like attack-cut, printed photograph, and wrapped photograph. To do

the photo attack warped, both videos and images are captured with the help of a camera. The attacker purposely
put effort to simulate facial motion and intact photo. There is no region cut-off in face, unlike in cut photo attack,
in which eye portions are removed off, and the attacker hides back of the eye holes in this attack. Video attacks are
done by the captured video in the camera. All the description of datasets is provided in Tab. 1.

Figure 7: Images in 3DMAD dataset
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4.2 PreProcessing (Video)

The videos of the Replay attack, 3D Mask Attack, CASIA-FASD Datasets are reformed into frames by
applying clideo tool. It is an openly available video processing tool that converts frames of the videos. We
can select the running speed of the video play of every stop moving frame. There are three modes: fast,
medium, and slow. Then select a clip rate. It differs from 0.2 to 1.5 s. These setting regulates how
repeatedly will get a frame from the video. The images are then given as input to the Edge-Net
architecture for reduce the dimension and extract the feature.

4.3 Dimensionality Reduction

After completion of pre-processing the videos of three datasets applying the clideo tool, the experiments
are done on these datasets. The images are remade using an autoencoder. Then the remade images are
exposed to extract the feature and classify real or spoofed images.

4.4 Training

Fig. 8. depicts the accuracy gained while performing feature extraction of image input from the Edge-
Net, 3DMAD, CASIA, Replay attack dataset for the first 15 out of 75 epochs. The loss value during the
remake of images applying the autoencoder approach on images input from all three datasets. It can be
recognized that the loss has been reduced during the reconstruction of images using autoencoders.

5 Results

We analyse the results obtained by the Edge-Net autoencoder on the Edge-Net datasets and the other
three benchmark datasets with the results obtained using Convolutional autoencoders. Tabs. 2 and 3
depict the comparison based on performance measure like Accuracy, False Reject Rate (FRR), False
Accept Rate (FAR), and Half Total Error Rate (HTER). Then the robustness of the Edge-Net autoencoder
is validated using performance measure such as F1-score, Recall, and Precision. It is given in the Tabs. 4
and 5 as sample of 3DMAD and Edge-Net datasets.

Figure 8: Accuracy level for 15 epochs

Table 2: Results achieved using convolutional autoencoders

Dataset Accuracy HTER (%) FRR (%) FAR (%)

Edge-Net 99.03 0.045 00.032 3.85

3DMAD 100 0 0 0

CASIA 99.17 0.0176 0.0176 1.76

Replay attack 98.5 0.046 0.38 3.12
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Tab. 3 encapsulate spoofed face detection results in dimensionality reduction using Edge-Net autoencoders
and followed by feature extraction using fully connected layers with pre-trained encoder weights. According to
this result, the proposed method performs well than other existing well-established techniques. The pre-trained
weights and extra layers of encoder and decoder enhance the architecture’s overall performance.

The accuracy level of the proposed EdgeNet with all four datasets is given in Fig. 9. According to the
graph figure, the accuracy level reached above 99.5% for all the datasets, even for only 15 epochs. In Fig. 10.
The accuracy level of EdgeNet for all four dataset sets is given. Fig. 11. Depicts the accuracy comparison
between the proposed Edge-Net autoencoder and the existing model convolutional autoencoder. It shows
EdgeNet produce 1% higher accuracy than the existing convolutional autoencoder model.

Table 3: Results achieved using proposed EdgeNet autoencoder

Dataset Accuracy HTER (%) FRR (%) FAR (%)

Edge-Net 100 0 0 0

3DMAD 100 0 0 0

CASIA 99.7 0.0112 0.0112 1.09

Replay attack 99.5 0.039 0.28 2.92

Table 4: Results obtained using proposed EdgeNet approach on the 3DMAD

Dataset Precision Recall F1-score

Spoof image 1.0 1.0 1.0

Live image 1.0 1.0 1.0

Table 5: Results achieved using proposed EdgeNet architecture on the EdgeNet dataset

Dataset Precision Recall F1-score

Spoof image 1.0 1.0 1.0

Live image 1.0 1.0 1.0

Figure 9: Accuracy level of Edge-Net architecture
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Output Image

The output image of the Edge-Net architecture is given in Fig. 11. In the example output image, ‘a’ and
‘c’ images are spoofed images, ‘b’ and ‘d’ are the real images. The edges of the spoofed image are very sharp
and darker than real images. Hence, this algorithm helps the machine identify and classify the spoofed and
real images with the highest accuracy.
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Figure 10: Accuracy comparison between Edge-Net and convolution autoencoder

Figure 11: Output images-(a, c) spoofed images, (b, d) real images
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6 Conclusion and Future Work

The proposed EdgeNet model is helpful in the prediction of several sets of spoofing attacks in biometric
systems which use faces for authentication. These attacks are photo attacks, 3D mask attacks, and replay
attacks. This EdgeNet architecture has an extra layer of the encoder as well as decoder to reduce the
dimensionality of the input images. It is followed by extraction of feature and classifies the images using
pre-trained encoder weights and a SoftMax classifier. This proposed EdgeNet is more efficient and robust
than the existing algorithm which is validated on three benchmark datasets by intra-dataset testing. The
Edge-Net architecture provides the solution for overfitting. Performance of the architecture improved due
to LoGS edge detection operator, pre-trained encoder weights, and extra encoder and decoder layers. The
results are higher than most recent and advanced methods based on the performance measure, with
accuracy higher than 99.5% in the case of intra-dataset testing. Thus, the Edge-Net architecture can
predict the spoofed faces under numerous scenarios during authentication in a biometric system. In future
the spoofing detection can be performed using machine learning classifiers for better accuracy.
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