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Abstract: Pathway reconstruction, which remains a primary goal for many inves-
tigations, requires accurate inference of gene interactions and causality. Non-cod-
ing RNA (ncRNA) is studied because it has a significant regulatory role in many
plant and animal life activities, but interacting micro-RNA (miRNA) and long
non-coding RNA (lncRNA) are more important. Their interactions not only aid
in the in-depth research of genes’ biological roles, but also bring new ideas for
illness detection and therapy, as well as plant genetic breeding. Biological inves-
tigations and classical machine learning methods are now used to predict miRNA-
lncRNA interactions. Because biological identification is expensive and time-con-
suming, machine learning requires too much manual intervention, and the feature
extraction process is difficult. This research presents a deep learning model that
combines the advantages of convolutional neural networks (CNN) and bidirec-
tional long short-term memory networks (Bi-LSTM). It not only takes into
account the connection of information between sequences and incorporates con-
textual data, but it also thoroughly extracts the sequence data’s features. On the
corn data set, cross-checking is used to evaluate the model’s performance, and
it is compared to classical machine learning. To acquire a superior classification
effect, the proposed strategy was compared to a single model. Additionally, the
potato and wheat data sets were utilized to evaluate the model, with accuracy rates
of 95% and 93%, respectively, indicating that the model had strong generalization
capacity.

Keywords: Neural networks; biomedical engineering; genetic analysis; machine
learning

1 Introduction

With the deepening of research on non-coding RNA, it has been discovered that long non-coding RNA
(lncRNA) and microRNA (miRNA) play an important role in regulating biological activities. They play an
important role in cell growth, differentiation, proliferation, and regulation [1]. Studies have shown that
lncRNA can compete with miRNA to bind to mRNA or adsorb miRNA as a decoy to regulate miRNA
[2]. On the contrary, miRNA is not completely matched with the 3’UTR of lncRNA with negative
regulation, thereby directly acting on lncRNA [3]. In addition, because the overlap of the two regulatory
networks or the positional relationship affects its interaction, miRNA can also act on lncRNA indirectly.
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At present, studying the mutual regulation network of lncRNA-miRNA-mRNA is a new hot spot [4].
Since lncRNA can achieve the regulation of mRNA by competing with mRNA for the target gene
binding site of miRNA, studying whether miRNA targets lncRNA is to study miRNA regulation.
Functional breakthrough. The existing methods for identifying miRNA target genes are mainly divided
into biological experiments and computational prediction methods. On the one hand, biological
experiments are costly and time-consuming, and on the other hand, they are not suitable for mass
identification. Traditional computational prediction methods are machine learning algorithms to build
predictive models, and build classifier models by extracting sequence and structural features of miRNA
target genes as input data. However, machine learning methods involve too much manual intervention
and the feature extraction process is complicated. In order to overcome both, using the characteristics of
deep learning methods to automatically learn features to achieve classification prediction is a breakthrough.

The research on the mutual regulation mechanism of miRNA and lncRNAmostly focuses on animal and
human cancers, and relatively few studies on plants. In order to explore the interaction between plant miRNA
and lncRNA in depth, this article draws on the miTarget [5] method and uses “LLLLLL” interacting miRNA
and lncRNA sequences into a single-stranded sequence, using the continuous representation of biological
sequences in genomics [6], encode the single-stranded sequence as input data, and propose a fusion
convolutional neural network (CNN) [7] and bidirectional long short-term memory network (Bi-LSTM)
[8] deep learning model. This model combines CNN to fully extract features and Bi-LSTM The
characteristics of contextual information, fully learning the characteristics of sequence data, realize the
classification and prediction of miRNA-lncRNA interaction relationship.

This paper uses the 5-fold cross-checking method to analyze the experimental results on the corn, potato
and wheat data sets by comparing with traditional machine learning methods, single models and independent
testing on multiple species data sets. The results show that the proposed model proposed in this paper has a
good classification effect and generalization ability.

The contributions of this article are mainly in three aspects:

1) Using the miTarget method for reference, use “LLLLLL” to connect miRNA and lncRNA into a
single-stranded sequence, so as to facilitate the use of deep learning models;

2) Drawing lessons from the word segmentation ideas in natural language processing, using the continuous
representation of biological sequences in genomics to encode biological sequences so that each sequence
is mapped into an n -dimensional digital vector, which is suitable for the input format of LSTM;

3) A deep learning model fused with CNN and Bi-LSTM is proposed to realize the classification
prediction of miRNA-lncRNA.

2 Related Work

At present, most of the research on the regulatory mechanism between miRNA, lncRNA and mRNA
uses biological identification and computational prediction methods [9,10]. For example, the use of high-
throughput RNA-seq sequencing technology to construct an lncRNA-miRNA-mRNA co-expression
network to study Key genes in breast cancer, in order to achieve the purpose of cancer treatment [9]. By
extracting the sequence features, secondary structure and other characteristics of lncRNA, using
traditional machine learning methods to identify lncRNA, and then predict its function [10]. Machine
learning methods for biometric identification cost is low and time-consuming, but it involves too much
manual intervention and the feature extraction process is complicated.

The authors in [11] proposed deep learning in “Science”. The advantages of automatic learning feature
and good learning ability have made it widely used in various fields. The CNN, recurrent neural network
(RNN) [12] models such as LSTM has also solved biological information problems well.
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In 2016, reference [13] proposed the use of a deep neural network (DNN) model, which uses multi-layer
neural network feedback adjustment to learn the characteristics of lncRNA to achieve the purpose of better
identification of lncRNA. Reference [14] proposed a deep learning method based on lncRNANet, which
combines RNNs for RNA sequence modeling and CNNs for detecting codons, so as to better learn the
characteristics of lncRNA and realize the identification of lncRNA.

CNN is a feedforward neural network that extracts features through convolution operations, and then
uses the pooling layer to learn the local features of the data. It does not require a large amount of
preprocessing on the input data, and can learn a large amount of feature information. RNN contains
internal memory properties, as well as internal feedback connections and feedforward modifications
between processing parts, hence it is effective at processing sequence data. CNN, on the other hand, only
analyses the correlation between continuous sequences and overlooks the distinctions between non-
continuous sequences when it comes to sequence data. Although RNN is suitable for processing sequence
data, it has difficulty dealing with the problem of long-term information dependence, as well as gradient
descent and gradient explosion issues. LSTM is an extension of RNN, specifically used to deal with
problems that cannot rely on information for a long time. The relevance of distance words, but the
extracted features are not sufficient, and the one-way LSTM cannot process the following word
information. The Bi-LSTM has positive and negative LSTM. The forward LSTM captures the above
feature information, and the negative LSTM captures the following features. Therefore, compared with
the one-way LSTM, it can more effectively deal with the long-distance influence between words in the
sequence. Combining the advantages of CNN and Bi-LSTM, it can fully extract features, and consider
the long-term dependence and up-and-down of information between sequences relationship between the
information, so it can fully learn the sequence feature information to achieve better classification and
prediction.

This paper proposes a deep learning model that integrates CNN and Bi-LSTM, which not only avoids
manual intervention in machine learning feature extraction, but also takes advantages of both, taking full
account of the continuous and non-continuous data between miRNA-lncRNA sequences. It also deploys
correlation to overcome the shortcomings of being unable to rely on information for a long time and fully
extract features, so as to better realize the prediction of miRNA-lncRNA interaction.

3 Data Preprocessing

In this section, we mainly introduce the data preprocessing process of biological sequences and the steps
of segmentation and encoding of sequences.

3.1 Data Set Construction

The lncRNA and miRNA data of the three species of corn, potato and wheat used in the article were
downloaded from GreeNC (http://greenc.sciencedesigners.com/wiki/) [15] and miRBase (http://mirbase.
org/) [16] database. First, upload the lncRNA and miRNA data of each species after deduplication to the
online software psRNATarget (https://plantgrn.noble.org/psRNATarget/analysis) [17] to obtain the
miRNA-names of the corresponding miRNA and lncRNA in the lncRNA interaction relationship pair,
and extract the sequence from the original miRNA and lncRNA sequence according to the name. For the
sequence of the interaction relationship pair, as shown in Fig. 1, the processing steps are:

Figure 1: Relationship pair sequence
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1) To facilitate sequence coding, first replace U with T in the miRNA sequence;
2) Using miTarget method for reference, in order to distinguish the junction of miRNA and lncRNA, use
“LLLLLL” to connect the corresponding miRNA and lncRNA sequence into a single-stranded
sequence;

3) Repeat the above steps for each interaction relationship pair.

4) After the above-mentioned processing and de-duplication of all the interaction relationship pairs
obtained by the psRNATarget software, they are regarded as positive samples.

Because lncRNA sequences are substantially longer than miRNA sequences, lncRNA makes up a large
amount of the integrated sequence. As a result, the total lncRNA is divided into those that participate in the
interaction relationship and those that do not, with the Needleman-Wunsch algorithm being used to divide
those that do not participate in the interaction connection. Compare the similarity between the lncRNA in the
positive sample and the lncRNA in the negative sample, and discard the lncRNA samples with a similarity of
more than 80% [18]. Finally, after the similarity has been removed, combine the lncRNAs that are not
implicated in the interaction relationship with all miRNAs at random and proceed with the stages below.
A negative set sample library is the result of the processing described in Fig. 1. A random sampling
approach is used to achieve a balance of positive and negative samples, with the negative set consisting
of samples equal to the number of positive samples.

3.2 Sequence Coding

For the integrated miRNA-lncRNA sequence, using the continuous representation of biological
sequences in genomics, similar to the word segmentation in natural language processing [19], each
sequence is divided into multiple sub-sequences (biological words). That is, every three consecutive bases
are used as a subsequence, and there is no overlap between them. After word segmentation is performed
on all the sequences in the positive and negative samples, a statistics of a biological word list with a size
of 4 × 4 × 4 = 64 is obtained. According to the words in the biological sequence probability of appearing
in, is coded from large to small, and each sequence sample can be embedded into an n-dimensional
vector, which is the input format of the model. The specific coding method is shown in Fig. 2.

As shown in Fig. 2, the input sequence S = (TATACGTGT…TGCAACCAG), according to the above
scheme, every three consecutive bases are a word, and word segmentation is performed. Then coded
according to the word frequency. Finally, after the program is run, the S is coded as a fixed length vector
SC = (59, 55, 41, .., 18, 52, 16), i.e., a vector encoding a SC model last input format.

4 Proposed Model

The proposed model is mainly composed of an embedding stage, a convolution stage and a bidirectional
LSTM stage.

Figure 2: Coding order
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4.1 Embedding Stage

The embedding stage is mainly to map the input sequence into a matrix vector form, and each column
corresponds to a word. That is, each number in the input sequence is mapped into a vector with a fixed length,
and the input sequence is mapped into a matrix form of m� n. Among them, m is the embedding vector
dimension, n is the sequence length. The role of the embedding layer is to amplify some key features or
separate some general features, and map the digital sequence into a matrix vector form that is easy to
handle in the convolutional layer, which is convenient for subsequent volumes. Multilayer fully extracts
features. For example, set the coding vector as SC = (19, 2, 30, 42, 28), after the embedding layer is
used, it can be mapped into a matrix

SM ¼ EmbeddingðSCÞ ¼

0:5
0:6
0:1
0:5
0:7

0:6
0:7
0:6
0:6
0:8

0:2
�0:1
0:2
0:2
0:2

�0:1
0:1
�0:6
�0:1
�0:1

�0:3
�0:2
�0:2
�0:3
�0:2

2
66664

3
77775

(1)

The parameters of the embedding layer in this experiment are that the input dimension is 66, the output
dimension is 128, and the output length is 2840. That is, after the embedding layer, each sequence can be
mapped into a 128 × 2840 vector as the input of the convolutional layer.

4.2 Convolution Stage

Since 1D convolution (Convolution1D) is mainly used for natural language processing, and 2D
convolution (Convolution2D) is often used in computer vision [20], the experimental model convolution
layer uses the Convolution1D function. The experimental convolution stage mainly consists of two
convolutional layer composition. In addition, to prevent over-fitting, a dropout layer is added between the
embedding and convolutional layer with a parameter of 0.5. The first layer of convolutional layer is
convolution using 64 filters of length 10, which is equivalent to using sixty-four 10 × 128 convolution
kernels to detect the matrix mapped by the embedded layer. That is, using the convolution kernel W to
perform the matrix convolution operation:

xhj ¼ f ðxh�1i �W j þ bhj Þ (2)

Among them, xhj is the j th feature map, h represents the number of convolutional layers; W j represents
the j th convolution kernel; bhj represents the offset number of the j th feature map in the h th layer, and �
represents the convolution operation.

The RELU function is used to activate the convolutional layer because it has the advantages of enabling
sparsity and successfully decreasing the gradient likelihood value compared to the sigmoid function [21] as
follows:

RELUðxÞ ¼ maxð0; xÞ (3)

After the convolution operation, the feature map with a size of 64 × 2831 can be extracted. Then select
MaxPooling with pool_length of 2 to sample the convolved features, that is, take the maximum value for the
local area of the convolved feature, and extract the most important feature information. Therefore, the output
dimension after the first convolution is 64 × 1415, which is used as the input of the next convolutional layer.

For example, use three 5 × 5 convolution kernels to convolve a 64 × 64 matrix to obtain three 60 ×
60 feature maps, and then use a 2 × 2 pooling window for down-sampling. That is, three 30 × 30 feature
mapping matrices and the specific convolution stage process is shown in Fig. 3.
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The second convolutional layer of the model uses 64 filters of length 5 to convolve, which is equivalent
to re-convolving the features extracted from the upper layer with a 5 × 64 convolution kernel. Then the
feature map size is extracted as 64 × 1411, after maximum pooling and sampling, a feature map with a
size of 64 × 705 can be obtained, which is used as the input of the Bi-LSTM layer.

4.3 Bi-LSTM Stage

LSTM is a variant of RNN. It solves the problems of RNN gradient disappearance and gradient
explosion and long-term dependence by setting input gates, forget gates, input gates and memory cells.
However, one-way LSTM can only process information in one direction of the sequence. It cannot
process information in the other direction. The Bi-directional RNN [22] can simultaneously capture the
positive and negative direction information of the sequence, so as to better learn the characteristics of the
sequence information. The Bi-LSTM is to solve the problem that LSTM can only handle a single
direction to further expand the information, it learns from the bidirectional RNN method and replaces the
cyclic unit in the bidirectional RNN with an LSTM unit. The Bi-LSTM is equivalent to a one-way LSTM
connected before and after each training sequence, and these two one-way LSTMs are connected to the
same layer, and feature information is extracted from the forward and reverse directions, which can fully
learn more features. Fig. 4 is a two-way cyclic neural network [19].

Among them, the update formula of the neural network layer circulating from left to right is

h
!

t ¼ HðW
x h
!

t

xt þW
h
!

h
! h
!

t�1 þ b
h
!Þ (4)

Figure 3: The convolution process

Figure 4: Illustration of Bi-RNN
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The update formula for circulating the neural network layer from right to left is
 
ht ¼ HðW x

 
ht þW 

h
 
h
 
htþ1 þ b  hÞ (5)

The output of the two layers of cyclic neural network layers before and after superimposed is

yt ¼ W~hy
~ht þW 

h y
 
ht þ by (6)

Among them, t represents the time series; ht represents the hidden layer vector at time t, and the upper
arrow represents the direction; xt represents the input at time t; yt represents the output at time t; W xh

represents the input-hidden layer weight matrix; W hh represents the hidden layer-hidden layer weight
matrix; W hy represents the hidden layer-output layer weight matrix; bh is the hidden layer bias vector; by
is the output layer bias vector; H is the hidden layer activation function, where it select the sigmoid function.

The Bi-LSTM model transforms the information processing unit in Fig. 4 into an LSTM model unit,
using LSTM memory cells to deal with long-term dependency loss, and combining the complementary
information in the positive and negative directions to more fully learn the characteristics of the sequence
data. Among them, in this experiment, the number of hidden layer neurons in Bi-LSTM is 64, and the
dropout parameter is set to 0.3.

4.4 Model Implementation

The experimental model is based on TensorFlow 1.12.0 and written in Python 3.6.5 on a Windows
10 machine. The model is mainly composed of seven layers. The model first uses the embedding layer to
map the input sequence into a 128 × 2840 matrix vector to facilitate the convolution operation. Followed
by the use of a dropout layer with a parameter of 0.5 to prevent overfitting. Convolution through two
convolution layers Operate and use the maximum pooling operation to filter out the important local
feature information. After being excited by the RELU function, the rectangular vector is transformed into
a 64 × 705-dimensional feature map as the input of the Bi-LSTM layer. The Bi-LSTM is combined with
the context information advantage is to fully learn the dependencies between the features, and turn the
feature mapping vector output in the convolution stage into a 128-dimensional vector. Finally, use
the dense layer with a parameter of 1 to map the feature vector output by the Bi-LSTM into a specific
use the sigmoid function to map the number between [0,1] to obtain the prediction result. According to
the loss between the true value and the predicted value, the BP algorithm is used to calculate layer by
layer, update the parameters, and complete a round of training. The overall structure of the model is
shown in Fig. 5.

5 Experimental Results

Based on the corn (zea mays), potato (solanum tuberosum) and wheat (triticum aestivum) datasets, the
traditional machine learning methods and different species are tested to verify the prediction ability and
generalization of the proposed model for the miRNA-lncRNA interaction relationship ability.

5.1 Verification Methods and Evaluation Criteria

The experiment uses a 5-fold cross-validation method to verify the performance of the model. The idea
of 5-fold cross-validation is to divide the data set into fie equally, take one of them in turn as the validation
set, and the remaining 4 as the training set, and the average of the 5 results as Final evaluation value. The
experiment selects accuracy (Acc), precision (P), recall (R) and F1 score (F1_score) as evaluation indicators:
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Acc ¼ TP þ TN

TN þ TP þ FP þ FN
(7)

P ¼ TP

TP þ FP
(8)

R ¼ TP

TP þ FN
(9)

F1 ¼ 2� TP

2� TP þ FN þ FP
(10)

Among them, the meanings of TP, FP, TN, FN are shown in Tab. 1.

Figure 5: Overall framework of the proposed system

Table 1: Results nomenclature

Predicted Actual

Positive Negative

Positive TP FN

Negative FP TN

3606 IASC, 2023, vol.35, no.3



5.2 Data Set

According to the method introduced in Section 3, download the relevant data of corn, potato and wheat
from GreeNC and miRBase database, and proceed with the data preprocessing process of Section 3. First, use
the corn data set, deployed traditional machine learning methods, single model to verify the effectiveness of
the proposed method. In addition, using potato and wheat as data sets, the proposed model is used to conduct
independent tests on the two to verify the generalization ability. In order to ensure the balance of positive and
negative samples, randomly select the same number of samples as the positive set from the negative set
sample library as the negative set. The specific data of each species data set is shown in Tab. 2.

5.3 Feature Extraction

Based on the traditional extraction methods of miRNA and lncRNA [23], the relevant features of maize
miRNA and lncRNA are extracted respectively, and the two features are formed into a multi-dimensional
feature set as the feature vector of machine learning.

First, use the RNAfold software in ViennaRNA [24] to obtain the minimum free energy (MFE) released
when the lncRNA sequence forms the secondary structure and the dot bracket form of its secondary structure
[25], and extract the number of paired bases and (C+G) base from it. Base content and the ratio of G, C, we
can get the minimum free energy MFE, the number of paired bases n_pairs, (C+G) content CG_content and
GC_ratio four features, the fusion feature is marked as Feature1:

CG content ¼ ðCnum þ GnumÞ=L (11)

GC ratio ¼ G num=C num (12)

Feature1 ¼ ½MFE; npairs; CG content; GC ratio� (13)

Among them, C num is the number of base C in the sequence; G num is the number of base G in the
sequence; L is the length of the sequence.

In addition, the k-mers feature of lncRNA is also extracted. A k-mers consists of k bases, then 1-
mer = {A, T, C, G} has four kinds, 2-mer = {AA, AT, AC, AG,…}, each base can be A, T, C or G, so
there are 4 × 4 = 16 types, in the experiment, k = 1, 2. The method of k-mers extraction is to use length
along the lncRNA sequence sliding window of k is sliding matching with a step length of 1 base, then:

hi ¼ wk
mi

sk
; k ¼ 1; 2; i ¼ 1; 2; . . . ; 20; (14)

sk ¼ l � k þ 1; k ¼ 1; 2; (15)

Table 2: Species datasets

Specie Dataset

miRNA IncRNA miRNA-IncRNA

Triticum Aestivum 121 38051 15787

Solanum Tubersom 244 6565 17542

Zea Mays 207 17684 18488
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wk ¼ 1

43�k
; k ¼ 1; 2 (16)

Among them, wk is the weight; sk is the total number of matches; l is the length of the sequence; mi is the
number of matches of each k-mers; hi is the frequency of each k-mers, then 4 + 16 = 20 of lncRNA can be
obtained k-mers features, denoted as Feature2:

Feature2 ¼ ½h1; h2; . . . ; h20� (17)

The extracted features of miRNA sequence are the sequence lengthml and the k-mers feature of miRNA,
where k = 1, 2. Then 1 + 4 + 16 = 21 miRNA features can be obtained, denoted as Feature3:

Feature3 ¼ ½ml; mh1 ; mh2 ; . . . ; mh20 � (18)

Finally, the features of lncRNA Feature1, Feature2 and miRNA feature Feature3 form a 4 + 20 + 21 =
45-dimensional feature set, which is used as the feature vector of traditional machine learning Feature:

Feature ¼ ðFeature1; Feature2; Feature3Þ (19)

5.4 Comparative Analysis

In order to verify the effectiveness and advantages of the proposed method, the experiment uses maize as
the data set, extracts and fuses the features of miRNA and lncRNA according to the method in Section 4.3,
and uses Naive Bayes (NB) [26], gradient boosting decision tree (GBDT) [27], random forest (RF) [28] and
decision tree (DT) [29] methods for classification prediction, comparative experiments, 5-fold cross-check
[30]. The experimental results are shown in Tab. 3.

It can be seen from Tab. 3 that compared with traditional machine learning methods, the proposed
method has obvious advantages in terms of accuracy, precision, recall, and F1 value. Among them, the
accuracy is better than NB, GBDT, RF and DT methods are 17.35%, 7.15%, 6.56% and 3.19% higher
respectively, indicating that the proposed method has a good classification ability in predicting the
interaction between miRNA-lncRNA. At the same time, compared with the single model CNN and Bi-
LSTM, the proposed model takes into account the advantages of both, which can extract rich features and
solve the problem of long-distance information dependence, which is slightly better than the performance
of a single model [31,32]. In addition, from the analysis results of the least significant difference (LSD)
method, the proposed method is significantly better than other methods, and the standard deviation (SD)
of accuracy is only 0.60%, indicating that the proposed model is stable [33,34].

Fig. 6 depicts the region of convergence (ROC) curve under different methods on the corn test set. From
the results, it can be seen that compared with the machine learning model and the single model, the area under
the ROC curve of the fusion model is the largest, and its area, that is, the area under the ROC curve (AUC)

Table 3: Comparison of the proposed and existing methods

Parameter NB GBDT RF DT CNN BiLSTM Proposed

F1 80.09 90.16 90.45 94.48 95.19 91.95 97.65

P 81.55 94.43 98.66 95.46 99.64 96.97 99.86

R 78.68 86.29 83.49 93.51 91.12 87.43 95.53

Acc � SD2 80:35 � 0:781d 90:55 � 0:741c 91:14 � 0:85c 94:51 � 0:641b 95:40 � 0:76b 92:36 � 0:67c 97:70 � 0:601a

1: a, b, c, d, e-same letter means difference in Acc is not significant. Otherwise, it is significant

2: SD: Standard deviation.
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value is as high as 0.99 or more. Almost close to 1, very close to the real situation, indicating that the
classification effect of the model is very significant.

5.5 Comparison of Species Classification

In order to prove the generalization ability of the proposed method, potato and wheat data sets are
selected as independent test sets to conduct model tests. The experimental results of two different species
prove that the proposed method has good generalization ability and is suitable for most species. The 5-
fold cross test results are shown in Tab. 4.

It can be seen from the results in Tab. 4 that the proposed method has good performance indicators in all
aspects of predicting the interaction between miRNA-lncRNA of potato and wheat, indicating that the model
has good generalization ability and is suitable for most species. In addition, both The variances of are all
small, indicating that the stability of the model is also better under different species data.

6 Conclusion

This paper proposes a deep learning model that combines CNN and Bi-LSTM, taking into account the
advantages of CNN and Bi-LSTM, fully considering the correlation between sequence data and better
combining context information, so as to fully extract features. Experimental results show that the
proposed model has a better classification effect than traditional machine learning and single model
compared with traditional machine learning and single model. In addition, independent tests on potato

Figure 6: Comparison of TP and FP of the proposed and existing algorithms

Table 4: Species evaluation

Parameter Species

Triticum Aestivum Solanum Tuberosum

R 89.91 92.80

F1 93.58 95.49

P 97.57 98.33

Acc � SD 93:81� 0:81 95:57 � 0:57
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and wheat data sets have also achieved good classification results, verifying the proposed model has good
generalization ability and is suitable for testing most species.

In the future, we will try to use more models, such as capsule networks, deep belief networks, etc., to
further improve the prediction of miRNA-lncRNA interaction. In addition, combining machine learning and
deep learning methods to improve the prediction performance is also a future research direction.
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