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Abstract: With advancements in computing powers and the overall quality of
images captured on everyday cameras, a much wider range of possibilities has
opened in various scenarios. This fact has several implications for deaf and dumb
people as they have a chance to communicate with a greater number of people
much easier. More than ever before, there is a plethora of info about sign language
usage in the real world. Sign languages, and by extension the datasets available,
are of two forms, isolated sign language and continuous sign language. The main
difference between the two types is that in isolated sign language, the hand signs
cover individual letters of the alphabet. In continuous sign language, entire words’
hand signs are used. This paper will explore a novel deep learning architecture
that will use recently published large pre-trained image models to quickly and
accurately recognize the alphabets in the American Sign Language (ASL). The
study will focus on isolated sign language to demonstrate that it is possible to
achieve a high level of classification accuracy on the data, thereby showing that
interpreters can be implemented in the real world. The newly proposed Mobile-
NetV2 architecture serves as the backbone of this study. It is designed to run
on end devices like mobile phones and infer signals (what does it infer) from
images in a relatively short amount of time. With the proposed architecture in this
paper, the classification accuracy of 98.77% in the Indian Sign Language (ISL)
and American Sign Language (ASL) is achieved, outperforming the existing
state-of-the-art systems.

Keywords: Deep learning; machine learning; classification; filters; american sign
language

1 Introduction

By virtue of the solution, all sign languages are heavily dependent on the motion of the body in specific
ways. Communication for deaf and mute people is not limited solely to sign languages but also includes other
forms of bodily expressions such as facial expressions and gestures. While most people can pick up facial
expressions and gestures, the actual brunt of the conversation is typically conducted via the use of sign
languages, which, as they imply, are unique set of languages.
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Like other languages, Sign languages are not universal throughout the world instead in most cases, each
country has its version of the language. And similarly to regular languages, sign languages are also affected
by the fact that one must know the language in detail for effective communication,. While in the longer run,
learning the actual sign languages will prove to be a better solution for effective communication. This work
explores a computer vision-based solution that can quickly interpret sign language and help in
communication in all this regard.

Unlike verbal communication, all sign languages can be split into two major types, isolated sign
language and continuous sign language. Isolated sign language mainly encompasses individual hand
motions that are usually used to spell out words letter by letter. On the other hand, continuous sign
language hand motions are primarily used to describe word-level meanings. This form of sign language
usually connects the hand motions to form sentences that are found in verbal languages.

This work will focus on the latter, isolated sign languages, and will attempt to build a system that can
interpret the different alphabets in the American Sign Language (ASL) Alphabet System, Fig. 1.

Sl =
bogdbiews
LI A A

Figure 1: American sign language alphabet system [1]

1.1 Contributions of this Paper

a) Implemented a system specifically focused on the classification of isolated sign language, which
focuses on alphabet hand signs. The proposed system can interpret different alphabets in the two-
alphabet systems, namely, i)American Sign Language (ASL) Alphabet System and ii) Indian Sign
Language alphabet system (Fig. 2).

b) Utilizing pre-trained models, we can obtain valuable results while maintaining low train time.

¢) Utilized modified MobileNetV2 architecture to provide the shortest possible inference time on the end
system.
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d) Showcases modifications to the MobileNetV2 architecture that improve classification accuracy
compared to other works that also utilize the MobileNetV2 architecture.

¢) Developed an architecture that outperformed state-of-the-art techniques with a classification accuracy
of 98.77 percent.

Figure 2: Indian sign language alphabet system [2]

2 Literature Survey
This section covers various existing state-of-the-art sign language interpretation architectures.

2.1 Problem Formulation

When it comes to problem formulation for isolated sign language interpretation, two ways are
commonly employed. The first is to use a static image that is captured using a camera and then extract
features from those images to be used as the input for the deep learning model. The next step is to
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develop a three-dimensional model using specialized equipment that allows creating an accurate
representation of the hand. The second method of generating a hand model does not translate very
efficiently to real-world use due to the extensive setup needed before the model can be given the input
during inference. Thus, this work will only follow the first methodology of using a static image.
However, this literature survey section will only cover architecture and methodologies specific to both
methods.

2.2 Different Architectures Used

The works that revolve around the usage of static images can be further broken down into two
categories-Machine learning-based and Deep learning-based. The Machine learning-based architectures
usually involve manual feature extraction, which was then passed to machine learning classification
architectures such as the k-NN architecture. On the other hand, the CNN-based models include both
custom CNN models and fine-tuning large pre-trained models (Tripathy MS 2021). This section will be
covering both of these methodologies, even though the initial machine learning models reported lower
results.

2.2.1 Machine Learning Strategies
One of the earliest approaches by Pugeault et al. [3] used Gabor filters to extract features, which were
then used to train multi-class random forests to develop a classifier for 24 letters of ASL.

Another attempt was made with regard to sign language classification of alphabets in the ASL by Safaya
et al. [4]. In this work, the main method for obtaining the features from the hand is the use of a specialized
camera system-Dynamic Vision Sensor (DVS). The DVS camera system can detect the temporal pixel
luminance difference, from which features regarding the hand shape are obtained. This methodology
cannot provide any substantial results.

Wathugala et al. [5] pursued another approach using a new feature vector approach recognize two-
dimensional hand configuration for interpreting Sinhala fingerspelling. This new feature vector was later
used to input to a modified nearest neighbor algorithm. On unseen data, the system was able to yield
62 percent.

Similar to the work done by Wathugala et al. [5], Ewald et al. [6] also used the nearest neighbor
algorithm for the classification. However, they deviated by creating a hand model from the images that
had 20 degrees of freedom. This was then passed through an algorithm to extract the histogram of
centroid distances (HOCD) and Gabor filters, Fig. 3. These extracted features were then passed to various
classification algorithms like KNN and SVM. With this methodology, they obtained an accuracy of 80%
on unseen hand data.

Figure 3: HOCD and gabor filters, sourced from [0]
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While several other works make sole use of machine learning architectures, the overall results from these
methodologies were not very impressive. The average results range from around 60% to 80%, leading to
highly undependable classification in actual real-world use. Another issue with machine learning models
was that the images of the hand obtained from the camera required several preprocessing stages to extract
features that could be fed into the machine learning models. This preprocessing procedure was often quite
time-intensive, causing the model’s deployment in a real-world scenario extremely slow.

2.2.2 Custom CNN Models

Ameen et al. [7] extracted picture and depth information from the static image input and performed
feature extraction on each of them using two convolution layers. After the feature extraction from the first
stage, the feature maps were combined in the second step of convolution, which involved a pooling layer.
Precision and recall were reported to be 82% and 80%, respectively.

Pigou et al. [8] utilized a similar framework to segregate hand and upper body information. They used
the Microsoft Kinect framework to obtain more information than what could be obtained from using a static
image such as the depth map and the 3D skeleton, Sethuraman et al. [9]. Like the previous work, this work
also used a CNN-only network with a depth of 3 and the only pooling they utilized was max-pooling after the
second and third layers of CNN, Fig. 4. With this approach, Pigou et al. [8] achieved an accuracy of 91.7%.
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Figure 4: Three-layer architecture implemented, sourced from [8]

Bheda et al. [10] used a deep convolutional network to classify ASL with alphabets and digits. However,
unlike the previous two approaches, this work used cascaded CNN rather than the traditional CNN. The main
difference between a regular CNN and the cascaded CNN is that the architecture of cascaded CNN shares the
hidden layer weights across several layers. This allows the model to get trained much more quickly while still
not destabilized. Their proposed network had 3 cascaded convolutional layers and 1 max-pooling layer.
There are two hidden layers with dropout before connecting to the output layer. Using this procedure, an
accuracy of 82.5 percent was achieved.

2.2.3 Fine Tuned Models

Unlike the previous two types of models, transfer learning Tripathy et al. [11] and Kompally et al. [12] or
fine-tuning pre-trained models come with the advantage that the model does not have to be trained from
scratch. Any large pre-trained image model can be fine-tuned; these models are often exceptionally deep
CNN models that have been trained on massive datasets like the ImageNet dataset or the
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Places365 dataset. In the work by Alashhab et al. [13] several different large pre-trained models were used on
the same dataset to test which model performed the best. The models used were-VGG16, VGG19, ResNet,
Xception, InceptionV3, MobileNet and SqueezeNet. The input to all these models were 5 classes of hand
gestures in the sign languages, and since only 5 classes were used instead of all the alphabets in the
system, this work reported high scores for all the fine-tuned models. Another work carried out by Das
et al. [14] was also based on the fine-tuning of the InceptionV3 model. However, in their work, they used
custom-processed static images and achieved an average validation accuracy of 90%.

In most cases, fine-tuning a pre-trained model for sign language classification provides a better result,
but in the work done by Bousbai et al. [15] their custom CNN model was able to outperform the fine-tuned
model. Their custom CNN model could get ahead of the fine-tuned model by scoring 98.9% over the 97.06%
of the fine-tuned model. The input data that was provided to both the models were from the same source and
were preprocessed the same way.

Like in the previous work, Garcia et al. [16] were unable to get high scores using a pre-trained model.
Using the GooglLeNet model for classifying the 24 classes of sign languages only resulted in 70% accuracy.

In general, when it comes to the sign language classification tasks, transfer learning will mostly
outperform many custom CNN models [17-19]. Typically, a custom model is required to accommodate
additional data, such as depth information from the Microsoft Kinect. However, transfer learning models
built on pure image datasets, such as ImageNet, may not perform as well as specialized models with an
extensive preprocessing pipeline [20-22]. Apart from that, transfer learning is a better method for
developing a high-performing model [23,24].

3 Proposed Architecture

This section discusses the proposed architecture in terms of design and implementation. It will cover the
motivation of using MobileNet over other large pretrained architectures, showcase the simple yet effective
preprocessing strategy used in the pipeline, and discuss the proposed architecture in depth.

As we have seen from the previous section, several different methods can be employed to classifying
sign language. However, while several methods exist, most of the methods used have some form of
caveat attached to them. With custom models, you have the issue of having to manually preprocess in a
specific manner to extract the features. On the other hand, certain large pre-trained models are not
suitable for this task, either because the underlying architecture fails to detect hand features or because
they are too large and take too long to infer. The pretrained model solution given by other works has
produced extremely good results. However, they come at the cost of not being implemented in a real-life
scenario due to the inference time.

3.1 Motivation Behind MobileNetV2

The primary motivation for using MobileNetV2 architecture is to run the proposed model on mobile
devices, robots, and other forms of self-driving cars [25,26]. And so, the MobileNetV2 architecture is
optimized to have very low latency in processing the images while running on low hardware resources.
In the use case of sign language classification, having this low latency for processing the images allows
the entire architecture to produce inference quickly, making the whole architecture deployable in a real-
world scenario [27,28].

While other large pre-trained models that also try to reduce latency do so by teacher learning or by
shrinking the overall depth of the model, MobileNetV2 works by modifying the underlying CNN
architecture [29,30]. The CNN architecture in MobileNetV2 utilizes a rebuilt CNN architecture that uses
separable depth-wise convolutions [31,32]. These depth-wise convolutions factorize the normal
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convolutions into two separate operations—depth-wise convolution and point-wise convolution. By breaking
down the normal convolution into two different functions, MobileNetV2 reduces the computational cost and
overall model size, Fig. 5.

(a) StandardConvolution (b) Depth Wiseconvolution
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(c) Point WiseConvolution

Figure 5: Comparison of standard convolution vs. mobilenetv2

The standard convolutional layers work using N square and K filters amounting to DK x DK x M (DW
and DH denote the width and the height of the image and M denotes the depth of the image) when applied to
the whole image 1. So, with this setup, the standard convolutional layer will have the computation shown in
the Eq. (1)

Jstandard = N[(DW X DH) X (DK X DK X M)] (1)

As mentioned above, MobileNetV2 splits this operation into two parts called separable depth-wise
convolution. Instead of using the kernel on all the layers in M, the kernel is applied to a single layer at a
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time, as we can see in Eq. (2). Then the point-wise convolution is applied to the resulting output from the
depth-wise convolution. The point-wise convolution uses a 1 x 1 kernel with a depth of M, N times as
shown in Eq. (3).

Jaepn = M[(Dw x Dy) x (D x Dg)] ()
Jpoint = N(M x Dy x Dy) 3)

The overall computational cost of MobileNetV2 ends up being the sum of the two individual operations,
JMobileNetV?2 = Jdepth + Jpoint 4)

When comparing to the cost of the standard convolution, a reduction factor of almost 8 to 9 times,
Eq. (5), with only a marginal decrease in the overall accuracy, exists.

JAl'oblleNetV2 ! Lz 5)
Jstandard N DK
MobileNetV?2 also resolves the issue with MobileNetV1 in which values less than zero were ignored due
to the ReLU activation algorithm. When the number of channels M was minimal, this resulted in a significant
loss of data because all of the information obtained from the images was incredibly useful. This issue was
rectified by implementing a new strategy called inverted residual block, which had the structure going
from narrow to wide to narrow again, Fig. 6.
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Figure 6: Linear bottleneck architecture

Using the point-wise 1 X 1 convolution, the image’s dimension was expanded before passing it to the
depth-wise convolution having 3 x 3 filters. Since the dimensionality of the overall feature map to the
ReLU in the depth-wise convolution was increased, it bypasses the information loss that could occur due
to the low depth of the image. Once passed through the depth-wise filter, the dimensionality was brought
back to the original by passing the output through al x 1 point-wise convolution again. To ensure that
loss of data does not occur, a skip connection was also established between the first and the last layers in
the block. This structure was called the “linear bottleneck” by the original authors of the
MobileNetV2 architecture.

3.2 Proposed Architecture

Fig. 7 shows how the constructed environment work. The MobileNetV2 model, which was trained with
the ImageNet dataset, was used for fine-tuning, and the MobileNetV2 model itself was frozen so that the
weight would not change while training. Unlike the original architecture of MobileNetV2, this work
utilizes MobileNetV2 with an average pooling layer rather than the max-pooling layer to obtain the
MobileNetV2 outputs. After that, a dense layer with 128 neurons was added to allow room for fitting into
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the sign language classification data. This dense network used a standard ReL U as its activation function. The
output from the dense layer was then passed on to a 0.2 dropout layer to avoid overfitting the data into the
model. The last layer is a dense layer with a softmax activation function, responsible for classifying photos
into 29 distinct groups.
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Figure 7: Proposed architecture-signlan-net (Modified MobileNetV2)

4 Experimental Setup and Performance Evaluation
4.1 Dataset

The dataset used in this work is the Indian Sign Language Dataset [2] and the ASL Alphabet data [1],
which are publicly available in Kaggle repositories. The training data considered are 87,000 images, which
are 200 x 200 pixels and 29 classes, of which 26 are for the letters A-Z and 3 classes for SPACE, DELETE,
and NOTHING. Each of the 29 classes present in the dataset has 3060 images each, which allow the use of
this dataset without any prior data balancing between classes.

4.2 Computational Setup

Even though such a vast stack will not be required for inference, the computational hardware used in this
study is quite remarkable. In the training phase, the model was fitted using an Nvidia Tesla A100 GPU, which
has 40GB of VRAM running in Ubuntu Server with 200GB of RAM and an Intel Xeon processor. To evaluate
the efficacy of the proposed model to run in resource-constrained compatible devices, we validated the setup
using JetsonNano GPU connected with Raspberry Pi running Raspbian OS. With this setup, the design at its
peak load utilized about 85% of the RAM making the training a much simpler hardware system like that
found on mobile phones. However, it is worth noting that the needs for the training are much higher than
what will be required for inference in the final stage. Thus, these numbers are once again misleading
when considering a real-life use case.

4.3 Preprocessing

The preprocessing was maintained minimal to demonstrate that it is indeed possible to build a system
capable of sign language classification with a high level of accuracy retaining nominal inference time. The
images present in the dataset were already of high enough quality; thus, no upscaling of the images was done
before passing them into the model. To ensure that the hand itself was clear in the images, all the images in
the training and the validation dataset were brightened to about 30% more than that of the original image. By
brightening the image, it is ensured that there is enough contrast between the hand and the background so that
the model can adequately pick out the hand shape. After this, the images were also randomly flipped
horizontally to ensure that the model can classify images regardless of which hand is used while signing
in sign language. An example of the preprocessed images is shown in Fig. 8.
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Figure 8: Preprocessed train images

The model was trained for 10 epochs in total and it was experimentally evident that training it any more
caused severe overfitting even though the drop-out layer was included. The proposed model was able to
achieve an overall accuracy of 98.77%, with the highest-class-wise accuracy of 100%, for multiple
classes. The lowest class-wise accuracy was obtained for the class of P, where the accuracy was 84.89%.
However, while looking at the loss and the accuracy graphs, Fig. 9, we can see that the fine-tuning of the
model was quite stable. Hence it is possible to infer that the loss of accuracy in certain classes such as P
is most likely due to the data from the low-quality datasets as compared to the other classes.
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Tab. 1 shows the comparison of this work with a few other works that utilized pre-trained models. From
this table, it is transparent that only the work conducted by Alashhab et al. [13] was able to obtain a higher
accuracy as proposed in this paper. However, it is very likely that the cause for this is because they used a
dataset that only had 5 classes for classification. We can also see from the table that the work done by Bousbai
et al. [15] using MobileNetV2 performed poorer as compared to the proposed architecture. Since the pre-
trained architecture is used for the majority of the implementation between their work and this work, the
suggested architecture’s higher accuracy is most likely due to the overfitting being minimized by the
usage of the drop out layer.

Table 1: Comparison of different works against proposed architecture

Work Model Accuracy
Das et al. [14] Inception V3 90.0%
Alashhab et al. [13] MobileNetV1 94.5%
Garcia et al. [16] GooglLeNet 70%
Bousbai et al. [15] MobileNetV2 97.06%
Proposed architecture SignLan-Net (Modified MobileNetV2) 98.77%

This model obtained the highest overall accuracy of 98.67%. Fig. 10 depicts the confusion matrix. For
each sign, 28 out of 29 were recorded with a precision of greater than 95%. The best individual accuracy was
100%, while the lowest was 84.89%. The letter Q had the lowest level of accuracy. Only 514 photos (out of
600) were properly predicted. The rest of the numbers were all anticipated to be P. The cause was
hypothesized to be the resemblance in these two signals, where the index finger and thumb are both
pointing out.

Furthermore, the main direction of this work to provide an architecture that is capable of providing
inference in a short time was achieved whilst maintaining a high level of accuracy. The architecture is
capable of producing inference in under 2.5 s, allowing it to be much more usable when comparing it
with other large fine-tuned models and even some custom models that have lower accuracy.
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Figure 10: Confusion matrix plotted by the proposed model

5 Conclusion

This paper presents a light weight deep learning architecture for the use cases of classifying sign
language alphabets from the ISL and ASL systems. The proposed model is built on top of the
MobileNetV2 architecture, which was specifically designed to have very low latency while performing
any inference. By fine-tuning using the MobileNetV2 architecture, the architecture ends up being a very
lightweight architecture. The suggested architecture retains high levels of accuracy (98.77 percent) and
can provide inference outputs in under 2.5 s, making it a far more practical model for real-world application.
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