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Abstract: With the dramatic increase in video surveillance applications and public
safety measures, the need for an accurate and effective system for abnormal/sus-
picious activity classification also increases. Although it has multiple applications,
the problem is very challenging. In this paper, a novel approach for detecting nor-
mal/abnormal activity has been proposed. We used the Gaussian Mixture Model
(GMM) and Kalman filter to detect and track the objects, respectively. After that,
we performed shadow removal to segment an object and its shadow. After object
segmentation we performed occlusion detection method to detect occlusion
between multiple human silhouettes and we implemented a novel method for
region shrinking to isolate occluded humans. Fuzzy c-mean is utilized to verify
human silhouettes and motion based features including velocity and optical flow
are extracted for each identified silhouettes. Gray Wolf Optimizer (GWO) is used
to optimize feature set followed by abnormal event classification that is performed
using the XG-Boost classifier. This system is applicable in any surveillance appli-
cation used for event detection or anomaly detection. Performance of proposed
system is evaluated using University of Minnesota (UMN) dataset and UBI (Uni-
versity of Beira Interior)-Fight dataset, each having different type of anomaly. The
mean accuracy for the UMN and UBI-Fight datasets is 90.14% and 76.9% respec-
tively. These results are more accurate as compared to other existing methods.

Keywords: Abnormal event classification; gray wolf optimizer; region shrinking;
xg-boost classifier

1 Introduction

Due to increased security concerns and need for safety applications [1—4], development, in the video.
The major use of such applications is to identify the abnormal events/threats occurred in public areas [5—
8]. Abnormal event detection is considered a major research topic in computer vision. Video surveillance
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and public safety awareness are considered to be the main reasons to invest time in the research area of
abnormal event detection. Multiple applications have been built that reduce the cost and increase the
significance of public safety. Due to the huge increase in population and to avoid any unwanted
condition, the need for accurate and significant applications has been increased. Surveillance cameras are
used in public places such as markets, stadiums, airports, museums, train stations to identify any
abnormal event that can cause inconvenience for people [9—11]. There exist many challenges that make
the detection of abnormal events difficult.

The main challenges we found in the literature are the nature of ground truth available publically, size of
datasets, type of dataset either it is real-time or acted, background variance, and, the absence of a universal
definition of anomalies existing datasets. Each dataset contains a different type of anomaly and has multiple
videos in different environments. We considered the datasets with different environments and anomalies to
evaluate this system. The main target of this research is to build an effective, robust, and adaptive system that
can perform well in different environments and detect multiple types of anomalies using a single application [12].

The proposed system can be applicable in multiple potential settings, such as security applications,
crowd estimation, application used to take care of vulnerable and elder people, inspection and analysis,
military applications, traffic monitoring of pedestrian, robotic and video surveillance. Evaluation has been
performed using two public benchmark and results presents supremacy of proposed system over existing
applications. Following are the main contribution of this research works.

a) We introduce an accurate method for the detection of moving objects using Gaussian Mixture Model
(GMM) and Kalman filter. The modified system detectsed occluded people and objects accurately.
b) We designed a region shrinking model that is used to isolate the person who is occluded for a long
period. This helps us to enhance the accuracy of human silhouette detection in complex and
occluded environments.

¢) To enhance the accuracy of the proposed model, we extracted features that include velocity, speed, and
optical flow in the temporal domain. Fuzzy c-means with Hough transform has been used to verify
human silhouettes.

d) For feature optimization, we applied gray wolf optimizer to optimize data and reduce computation
cost. An XG-Boost classifier with a local descriptor is applied to classify normal and abnormal events.

The rest of this paper is organized as follows: Section 2 contains a detailed overview of the related
works. In Section 3, the methodology of abnormal event detection is discussed. Section 4 describes the
complete description of the experimental setup and a comprehensive comparison of the proposed system
with existing state-of-the-art systems. In Section 5, future directions and conclusions are defined.

2 Literature Review

With advances in crowd ana and surveillance applications and technologies, more effective and adaptive
systems have also been developed. The research community has developed many robust, novel, and advanced
methods for video and crowd analysis [13]. In the past decade, many researchers have proposed versatile
approaches for human detection, event detection, and anomaly/abnormal event detection in surveillance
videos. Summary of research work performed by different researchers have been displayed in Tab. 1.

In this paper we considered the medium density crowd to detect the abnormal events with different
environments, we considered the data set with in-door and out-door scenarios and consider the problems
of occlusion, arbitrary movement, and anomaly detection.
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Table 1: Summary of existing work done in field of activity recognition and event recognition

Authors Approach Application Reference
Franco et al. Approach for abnormal event detection using Abnormal event [14]
dynamic sparse coding based on the reconstruction detection
of query signal sparsely using special-temporal
information
Jalal et al. A learning framework of sparse combinations is ~ Action recognition [15]
implemented that reduces major processing cost
and improves the effectiveness
Ullah et al.  Proposed a system using sparse reconstruction cost Action and activity [16]
(SRC) and reduced the computational complexity recognition
using sparsely formulation
Amft et al.  Proposed an approach of a learning framework and Anomaly detection [17]
builds an effective method to develop an adaptive
cascade dictionary to build a learning framework to
detect an anomaly
lang et al.  Proposed a model for action recognition using body Action recognition [18]
Chen et al.  parts estimation and their movement estimation [19]
Li et al. Merged 2-D and 3-D approach using explicit shape Behavior estimation of  [20]
model to track people behavior pedestrian
Einfalt et al, Proposed system with new combination of features Pedestrian protection [21]
Yu et al, to predict mishap using neural network system and anomaly [22]
Franklin detection [23]
et al.
Lohithashva Proposed system using gray level co-occurrence  Event detection in [24]
et al. metrics and local binary pattern texture for violent violent videos
videos
Feng et al.  Utilized attention guided LSTM and detected Abnormal event [25]
spatio temporal events like fall detection detection
Khan et al.  Proposed a system to estimate body pats movement Body parts analysis [26]
using maker based approach
Golestani Applied neural network on induction based signal Activity recognition [27]
et al. and their motion analysis, reduce computational
time.
Dalal et al.  Used histogram of gradient features and build Pedestrian detection and [28]
system to detect humans. Performance of object  tracking
detection improved
Zhu et al.,  Proposed system using local scale invariant Human detection and [29]
Lowe et al.  features to improve object detection to add on the human activities [30]
performance of activities performed by the humans. detection
Wang et al., Proposed system for activity detection using Activity detection [31]
Niebles et al. segmentation and features extracted for motion [32]

segments
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3 Material and Methods

Proposed system comprised of six main modules preprocessing, human silhouette extraction, human
verification, feature extraction and optimization, and event classification. The complete process is given
in Algorithm 1.

Algorithm 1: Abnormal Event Detection

Input: F: Extracted set of video frames
Output:E: Event class

Variables: P = processed image, s = speed, o = optical flow, T = Time, N = number of frames in set F,
Ob = Number of objects detected after preprocessing, T; = size of average human silhouette and
C = position of semi-circle in object

Repeat
Fori=1to N do
img = GaussianMixtureMode(i)
detectedObject = KalmanFilter(img)
K = KalmanFilter(D)
S < ShadowRemoval(K)
Repeat
For j=1 to Ob do
If(size(j) > T)
C = FindCircl(i)
if(true)
Sh = ShrinkRegion(S;)
Else
Obj =i
End If
End For
f— ExtractFeature(S, O)
Opt—Gray WolfOptimizer(f)
Behavior<—XGBoost(Opt)
until complete set of video frames traversed.
E < Behavior
Return E
End

Preprocessing is the first step, we performed on extracted video frames from 2 different datasets. GMM
is applied for background subtraction and identification of foreground objects. Then we used the Kalman
filter to detect and track moving objects across the video. There were some objects having shadows that
can reduce the efficiency of object detection. To deal with them and to enhance the appearance of the
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objects, we converted the images into Hue, Saturation, Value(HSV) domain to find the clear contrast between
an object and its shadow and removed the shadow using a threshold value. The next step we followed is
human silhouette extraction that is performed using region shrinking or object separation that helps to
isolate multiple occluded people. Human/non-human silhouette verification is done using fuzzy c-means
and local descriptor. We applied a gray-wolf optimizer to optimize the features and an XG boost classifier
to classify the behavior of the crowd. Fig. 1 presents the complete architecture of the proposed system.
We evaluated the performance of the proposed approach on publicly available benchmarks: University of
Minnesota (UMN) [33] and UBI (University of Beira Interior)-Fight [34] datasets, and the proposed
method was fully validated for efficacy and proved superior to the other state-of-the-art methods.

Pre-processing
Dataset 4 N
GMMbazedBack- |2 | MotionBased | - | Morphological
ground subtraction ebject detection operation
fed
4
\_ /
Human Human Silhuoette Extraction
verification g \
Shadow Occlusion Region
Fuzzy ¢-mean E> C,")
removal inki
clustering - detection shrinking
= I "y N )
- \ g /
N
Featu_re Feature Event
extraction optimizer classification
Velocity Gray Wolf XG-Baost

optimizer

Optical flow C> classifier

Time

direction

Figure 1: The architecture flow diagram of the proposed anomaly detection system

3.1 Pre-processing

The proposed system consists of sub phases to pre-process the data. GMM is used to remove the
background and moving objects are detected using kalman filter in sequences of videos. Further, multiple
morphological operations [35] are performed to filter the objects.

The most important part of preprocessing is the declaration of foreground and background objects in an
image. Correct detection of an object in any image analysis system leads to an effective and accurate
performance of the system. In the proposed system we used GMM to differentiate foreground and
background objects and remove the background. GMM picks every pixel in an image frame and models
it into Gaussian distribution. Each pixel is divided into the foreground (FG)/ background (BG) pixel
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using the intensity of pixel [36]. To declare pixels as foreground or background pixels, probability of each
pixel is calculated using Eq. (1) and decides whether to include it in FG or BG.

P(X,) = Zil(w.n(Xt, u. Y i, z) (1

where X, is the value of a current pixel in frame ¢, K is the number of distributions in the mixture, p; is the
value of the mean of the k'™ distribution in frame t, Zi 1s the standard deviation of the k™ distribution in frame
t and n(X,, W, X I, ?) is the probability density function (pdf) [37] given in Eq. (2).

1 - -1

’7(Xt7 U, Z) = 1 expTl(X’_“) Z (Xi—n) (2)
@[22

According to Stauffer and Grimson [38], every color space in an image is uncorrelated with others. So, a

difference in intensity can result in a uniform standard deviation [39]. The covariance matrix can be
computed using Eq. (3).

> = g

it

Every Gaussian that have a bigger value than the chosen threshold, has been classified as background as
given in Eq. (4) and Gaussian with lesser values has been included in foreground part.

B = argminy <Z; Wi > T) @)

Value of ®, y, and ¢ have been updated using Eqs. (5)~7) respectively if pixel matches any of the K
Gaussian [40].

Wi = (1 — )i +a 6)
Hir1 = (1- P)Hm + p-Xi1 )
G = (L= p)a + pXer = ir)- (Kt — i) )
where

p=a><11<Xr+1, moy ) ®)

Meanwhile, if in case, no Gaussian value [41] matches, then only the value of ® is updated using Eq. (9).
Wy = (1 = a)ay, )

If values of all parameters are found, foreground pixels can be estimated easily. GMM results on UMN
datasets are given in Fig. 2.

After background removal Kalman filter [42] has been utilized to detect moving objects across the
videos. Processed images of Gaussian filter [43] is used as input and moving objects are extracted.
Results of Kalman filters are displayed in Fig. 3.
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(@) (b)
Figure 2: Object detection using GMM. (a) original image and (b) objects detected using GMM

(a) (b)

Figure 3: Object tracking using Kalman Filter. (a) original image and (b) object tracked using Kalman filter
where yellow boxes with labels show the number of objects being tracked

3.2 Human Silhouette Extraction

We observed that some human silhouettes in the datasets have shadows that can mislead the extraction of
human silhouettes and mix them with non—human objects. To cope with this, we performed shadow removal
before human silhouette extraction. Then we applied region shrinking to isolate multiple occluded human
silhouettes.

We used objects after shadow removal as input and we detected that there are still some objects
that are occluded and have a larger size than the average size of a human. We used a semi-circle as
an input pattern and found that the regions that have a larger size than average human
silhouette size resembled semicircles. Coordination of detected points have been extracted and the
top point is considered as head. After head point has been expected, left most, right most, and
bottom points are calculated using a heuristic based average size and height of human silhouette.
Detected parts are isolated as independent human silhouettes and the region is subtracted from
the originally detected object (see Algorithm 2). The process performed recurrent steps until
detected object size lies within the limit of human size [44]. Fig. 4 presents the results of region
shrinking phases.
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(a) (©)

Figure 4: Region shrinking process. (a) objects filtered after pre-processing, (2) region selected and head
points detected at multiple places, and (c) region shrinked and multiple persons isolated

Algorithm 2: Region Shrinking Algorithm

Input: O: Object having size larger than human silhouette, t: target image (semi circle), Hy : avergae size
Output: H: set of huma silhoette extracted from object O

Variable: (x, y) = x and y coodinates of head/circle found, tl = lower value of human silhouette, th upper
value of human silhouette, tle = Estimated left point , tre = Estimated right point, (N, v) = y coodinates
of estimated end points

Begin
S = Size(O)
If( O >AverageSize(Hy))
(x, y) = MatchCircle(t)
tl = EstimateLowerPoint
th = EstimateUpperPoint
tle = EstimateleftPoint
tre = EstimaterightPoint
(X, y) = (x + tle, x + tre)
(N, v) = (y + tl, y + th)
H = calculateBox((x, y), (N,V))
S = subtract(O-H)
Repeat untill S <= Hj
End If
End
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Performance of region shrinking algorithms has been evaluated using the UMN dataset and the UBI-
Fight dataset. Results are displayed in Tab. 2. It is clearly shown that region shrinking algorithm boost
the performance of object detection module. There were multiple occluded objects that were counted as a
single object are separated and divided into multiple objects after applying region shrinking.

Table 2: Results of region shrinking algorithm with occluded objects

Datasets Ground truth  Number of objects Number of objects
using object detection  after region shrinking

UMN 6 3 5

UMN 7 4 7

UBI-Fight 4 2 4

UBI-Fight 3 1 2

3.3 Human Silhouette Verification

We used fuzzy c-means to verify the human silhouettes. Fuzzy c-means is a clustering technique used to
cluster the human silhouettes. Fuzzy c-means is based on an un-supervised clustering technique that connects
the similar data points together and isolates data points that are dissimilar and far apart from each other. As
compared to other methods of clustering, fuzzy c-means depicts higher accuracy. We used fuzzy c-means
with soft clustering approach to cluster human and non-human objects (see Fig. 5) for human silhouettes
verification [45].

(b) ©)

Figure 5: Human silhouette verification results of UMN dataset. (a) background image, (b) clustered
objects, and (c) verified humans

3.4 Feature Extraction

In this section, we discuss the features we used to classify the events. This list includes velocity of a
human silhouette, optical flow of different points of human silhouettes and direction of movement.
Features of each human silhouette are extracted independently and discussed below in detail.

3.4.1 Velocity

Distance of objects between two points has been computed using value of their centroid [46]. Euclidean
distance has been used to calculate distance. It is calculated by using the Euclidean distance formula given by
Eq. (10). Position of pixels are used as initial and final stage of objects.
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Ve —x1 + (2 1) (10)

where X, is position of previous pixel, X, is position of present pixel in terms of width, y, is the position of
previous pixel and y, is position present pixel in terms of height. Considering the distance velocity of all
moving objects have been calculated using distance travelled per unit time with respect to frame rate as
Eq. (11). The velocity of the object is presented in Fig. 6.

Velocity = DistanceTravelled | FrameRate 11)

Vi

(a) (b)

Figure 6: The velocity of moving objects. (a) original image and (b) moving objects velocity

3.4.2 Optical Flow

To estimate the motion pattern optical flow has been extracted for the selected pixels belonging to
moving objects using Horn-Schunck [47] optical flow algorithm. Speed of a pixels relates with its
neighboring pixels. For every point in optical flow change of speed is smooth with no sudden changes.
Smoothing constraint has been described using Eqs. (12) and (13). Fig. 7 presents the optical flow of
multiple points selected from the human silhouette.

Viu 4 Vi (12)
where

ou\? [ou\? o2 [ov\?
2. [ Y* s 2, [ 22 s
v () +(3) 7= (@) +(G) )

() (b)

Figure 7: Optical flow of moving objects (a) original image and (b) yellow arrow presents optical flow for
moving objects with head pointing their direction
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3.5 Abnormal Classification Using XG-Boost Classifier

In this section, we describe the machine learning algorithm XG-boost classifier [48] that is used for
abnormal event classification. XG Boost classifier supervised learning model that is highly efficient,
portable and flexible gradient boosting library that can be used as classifier and for regression also. We
used XG-Boost classifier over three datasets: UMN and UBI-Fight. XG-Boost is one of the most popular
machine learning algorithm these days. As compared to other machine learning algorithms, XG-Boost
classifier gives better performance regardless of data types [49]. It provides parallel computation using
extreme gradient boosting Eqs. (14) and (15) computation on a single machine.

Fo(x) = argmin » " L(y;, v) (14)
Fin(x) = Fno1(x) + argmin[ Z?:l L(y;, Fin-1(Xi) + hm(xi)) (15)

where {X; X, X3, X, } is training set, Fy is approximation function with low cost and h,, is learner function.
We performed a comparative analysis of Decision Tree [50] and XG-Boost classifier to ensure the
effectiveness of the classifier used in this study. Tab. 3 shows the results of two classifiers used in the
comparative analysis and it is clearly shown that XG-Boost performs very well as compared to the other
classifiers.

Table 3: Comparison table for well-known classifiers over three datasets, considering precision, recall and
f-score

Classifier Decision tree XG-boost

Datasets Precision Recall F-score Precision Recall F-score
UMN dataset 0.84 0.87 0.84 0.90 0.97 1.00
UBI-fight 0.71 0.78 0.77 0.76 0.86 0.89

4 Experiments and Results

Experiments were performed using Intel Core i5 2.80 GHz CPU having 16 GB RAM and 64-bit
operating system. System has been implemented in Matlab 2013 b and image processing toolbox. For
each video, frames are extracted and used to process the objects and classify the events.

4.1 Datasets Description

This section provides details of the different datasets used in the evaluation of the proposed system. We
used two datasets having different type of anomalies in different settings.

4.1.1 UBI Fight Dataset

UBI-Fight dataset is publically available dataset specifically designed for anomaly detection provides
multiple fighting scenarios (see Fig. 8), the UBI-Fights dataset contains dataset 1000 videos comprising
80 h of different scenarios. 216 videos belongs to fight events and remaining, 784 are normal daily-life
activities. All videos are annotated at frame level.

4.1.2 UMN Dataset
This dataset was prepared by the University of Minnesota and publically available. It containing
11 scenarios from 3 different places includes both indoors and outdoors environment. The events are

belongs to local, global, temporal and spatial categories. Fig. 9 presents different normal and abnormal
views of the UMN dataset.
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Figure 9: Normal and abnormal views of the UMN dataset

4.2 Performance Measurement and Result Analysis
For system evaluation, precision has been taken as the performance measure to evaluate the performance
of our system. Precision [51] has been calculated using Eq. (16).

te

Precision = ———
(te +fc)

(16)

where t.  is the number of true anomalies detected and fc is the number of false anomalies detected. Tab. 4
displays the results over the UMN dataset, and Tab. 5 presents the results of the UBI-Fights dataset.

Table 4: Results of anomaly detection with UMN dataset

Sequence  Detected anomalies count  Ground truth ~ Truly detected  False detected  Precision

100 2 2 2 0 1.00
100 3 3 3 0 1.00
150 3 3 3 0 1.00
100 2 2 2 0 1.00
180 4 3 2 1 0.66
120 2 3 2 1 0.66
120 9 9 9 0 1.00

Average anomaly detection accuracy rate = 90.4%
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Table 5: Results of anomaly detection with UBI fight datasets

Sequence Detected anomalies count  Ground truth  Truly detected  False detected  Precision

100 2 2 1 1 0.50
100 2 3 2 1 0.66
150 4 3 3 1 0.75
100 3 3 2 1 0.66
180 4 3 3 1 0.75
120 2 2 2 0 1.00
120 1 1 1 0 1.00

Average anomaly detection accuracy rate =76.19%

Table 6: Performance measures of all datasets used to evaluate the system

Datasets AUC Decidability EER
UMN Dataset 0.906 1.386 0.16
UBI-Fight 0.769 0.323 0.427

We used the area under the ROC Curve (AUC) [52], decidability [53], and Error Equivalence Rate
(EER) [54] to further evaluate the performance of our system over the three datasets as shown in Tab. 6.
It consider the level of uncertainty. The cumulative performance of both datasets of the proposed model
are depicted in Tab. 7.

Table 7: Comparison table of proposed system with the state of the art methods

Dataset ~ Methods Accuracy Methods Accuracy Methods Accuracy
UMN Mehran et al. [55] 87 Cui et al. [56] 85 Proposed method 90.6
UBI-fight Degardin et al. [57] 75 Zhu et al. [58] 72 Proposed method 76.9

To evaluate the effectiveness of proposed system comparison was performed with state of the art
methods with two datasets used in system (See Tab. 7). It is clearly visible that the proposed system
performed very well as compared to other methods.

Results show that the proposed system performs well when evaluated with both dataset as compare to
other methods used in literature.

5 Discussion and Analysis

With dramatic increase in world population, the number of surveillance application has also increased.
Abnormal event detection is one of the widely research topics for video surveillance applications. The main
goal is to detect any anomalous activity at public places like shopping malls, public rallies, outdoor events, or
in educational institutes. A number of applications have been made, still abnormal event detection is a
challenging task due to variance of background or environment. Also, there is no standard definition of
anomaly different events are considered anomalous in different environments.
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Proposed system has been tested using two different datasets having different set of anomaly and
perform well as compare to other existing approach for abnormal event detection. There are some
limitation of our system that can effect upon the performance of this system, theses includes

* Nature of the crowd: In heavy density crowd where person are highly occluded and occlusion
continues for long time, in such environment our object detection module may not detect the human
silhouettes as accurate as it can detect in low to medium density crowd environment.

* Type of objects: This system identifies the anomaly created by human silhouettes, For example falling
of a human, Running in panic, Fighting between peoples, but did not cover anomalies caused by objects like
entrance of motor car in pedestrian area, car accident or any other that does not involve human. We have
considered only human silhouettes as of object of interest.

We will work on these limitation in future and will try to enhance performance of system in variance
environment and all type of anomalies specially we will work on the high-density crowds.

6 Conclusion

This paper proposes an effective method for the detection of abnormal events in public places for remote
sensing data. To enhance the performance of our system and to handle the occluded situation we designed a
new region shrinking algorithm to extract human silhouettes in the occluded situations. Fuzzy c-means
clustering is used to verify objects as human or non-human silhouettes. We extracted motion-related
features which include velocity and optical flow to classify the abnormal events. To reduce computational
cost and optimize data, the Gray Wolf optimization model is implemented. The proposed abnormal event
detection system works in surveillance applications with different environments for remote sensing data.
The system also has theoretical implications in identifying the suspected or abnormal activities in
shopping places, railway stations, airports, shopping malls.

In the future, we will work on the high-density crowds with moving background objects in a complex
environment. We will work for places with high levels of an occluded occlusion, like at holy events, rallies,
shopping festivals.
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