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Abstract: Currently, worldwide industries and communities are concerned with
building, expanding, and exploring the assets and resources found in the oceans
and seas. More precisely, to analyze a stock, archaeology, and surveillance, sev-
eral cameras are installed underseas to collect videos. However, on the other hand,
these large size videos require a lot of time and memory for their processing to
extract relevant information. Hence, to automate this manual procedure of video
assessment, an accurate and efficient automated system is a greater necessity.
From this perspective, we intend to present a complete framework solution for
the task of video summarization and object detection in underwater videos. We
employed a perceived motion energy (PME) method to first extract the keyframes
followed by an object detection model approach namely YoloV3 to perform
object detection in underwater videos. The issues of blurriness and low contrast
in underwater images are also taken into account in the presented approach by
applying the image enhancement method. Furthermore, the suggested framework
of underwater video summarization and object detection has been evaluated on a
publicly available brackish dataset. It is observed that the proposed framework
shows good performance and hence ultimately assists several marine researchers
or scientists related to the field of underwater archaeology, stock assessment, and
surveillance.

Keywords: Computer vision; deep learning; digital image processing; underwater
video analysis; video summarization; object detection; YOLOV3

1 Introduction

About two-thirds of the earth’s surface is covered with oceans and these are homelands for many
organisms in the oceans. To regulate the climate conditions and contribute to the oxygen cycle, these
marine organisms are very helpful [1]. Scientists and researchers started the ocean’s studies to determine
and understand how these resources present in the oceans will affect the climate conditions and other
critical matters. Data collection and its analysis play a very vital role in these studies. Exploration surveys
are one of the productive and functional methods to collect data on oceanic habitats. There are various
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applications in which the data of these surveys are used in an extensive manner such as conducting censuses
of population [2], geological mapping [3,4], and archeology [5]. There are many kinds of these surveys
conducted where digital imagery-related surveys are the most important ones. Some important equipment
and cameras for example sleds or trawl nets are used during recording and data collection of large flat
areas such as in Nephrops surveys [2]. Remotely controlled vehicles (ROV) are another robust option
with a camera for recording. At the end of these video collection surveys, a manual analysis is performed
on all recorded data of videos by scientists [2]. The main reason behind the limitations of manual
analysis includes that videos are lengthy in duration starting from several minutes in archaeological
surveys [5] up to several hours in shark surveys [6]. This causes fatigue and tediousness in process of
reviewing for the scientists. Further, the poor visibility of underwater videos is also a major limitation of
manual analysis. Instead of only considering the problem of quantity and quality of video data, there exist
some other problems such as different scientists producing different results according to their analysis.
Due to this, an entire procedure of analysis needs to repeat painstakingly. To solve problems connected
with the manual analysis of these videos, current research has been pursued to automate this manual
analysis using computer vision and digital signal processing techniques. Some of these techniques include
image enhancement, content analysis, and content summarization [5]. Some particular sets of items of
interest can also be detected automatically by utilizing the content analysis techniques from the survey
video e-g crabs [7] and lobsters [8]. Hence, one of the main objectives of this research is to automate the
manual analysis of underwater videos using deep learning-assisted computer vision-based techniques.
Hence, video summarization through keyframes comes to be a very accurate solution to this problem.
One of the approaches to detect keyframes is based on the matching procedure of pixels in two
subsequent frames in a video, referred to as detection of shot boundaries [9]. Some other approaches to
keyframe extraction include perceptual features e-g color, motion, and objects. In an object-dependent
approach, a threshold value is used to predict keyframes in videos by calculating the difference among
the number of regions presents in the succeeding and preceding frames [10].

Hence, it is concluded that different video summarization-based techniques are adopted to select the
keyframes from a video to summarize it in different domains. However, there exists very little amount of
research on underwater video summarization [11]. On the other hand, a lot of object detection studies to
detect different kinds of objects from underwater videos are proposed [12—14]. These object detection
techniques include traditional thresholding-based methods [15,16] and deep learning methods including
single-shot [12], Faster-RCNN [17], and YoLo-based [14] object detectors. However, these thresholding-
based methods are less accurate and their performance drops with diverse varying backgrounds as well as
with low contrast and blurry images. On the other hand, deep learning methods are more accurate than
these methods. Therefore, the proposed framework is based on a deep learning strategy to perform object
detection [18-21]. Nevertheless, utilizing and improving these deep learning-based methods is a continual
area of research. Therefore, in comparison with existing work, we suggest more advanced version of the
object detector model namely YoLoV3 to detect underwater creatures. YoLoV3 employs DrakNet-53 as
backbone architecture which consists of 53 layers of convolution instead of DarkNet-19 which is used in
YoLoV2 and ResNet-based architectures. These DarkNet architectures are faster than ResNet
architectures and hence ultimately increase the speed of the model. Furthermore, during training, it
employs the logistic classifiers to predict the classes and hence provides more accurate results in
comparison with other YoLo versions and object detectors. On the same line, this study provides a more
complete framework to perform both video summarization and object detection from underwater videos.
Hence, this study more thoroughly facilitates marine research by giving a complete end-to-end solution.
More precisely, in the first stage, we have extracted the keyframes using the PME method [22] to
summarize the large size underwater videos by discarding all irrelevant frames, following on, image
enhancement operations are performed over the resulting keyframes to remove blurry and shady effects.
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The reason for choosing the PME model is that the patterns of motions in a video are also modeled in this
algorithm since motion is the most noticeable element in events of video. Through this part of the proposed
framework, a summarized form of video is generated. Subsequently, an object detector-based on
YoLoV3 which is fine-tuned using pre-trained DarkNet-53 weights is employed to perform the object
detection of under-water creatures such as crabs, fishes, including small, large size, and Jellyfishes, as
well as assist in analyzing the habitat of different species in the sea or oceans. Moreover, this study will
also help to extract information for stock assessment of different species. The suggested approach is
validated on a publicly available underwater video dataset namely the brackish dataset and encouraging
results have been obtained. This research has the following contributions:

e A complete end-to-end automated framework for underwater video summarization and object
detection is proposed to assist marine researchers in conducting different tasks

e An objector model namely YoLoV3 with pre-trained weights of DarkNet53 is fine-tuned over the
extracted keyframes to analyze the habitat of underwater species

e The proposed method performs well in carrying out video summarization and object detection

The remaining sections of the paper are categorized as follows, Section 2 provides a complete literature
review on analysis of underwater vides, Section 3 describes the proposed method, Section 4 reports and
explains various results and experiments while the last section provides the conclusion. Some sample
images (video frames) of the brackish dataset are shown in Fig. 1.
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Figure 1: A pictorial overview of the proposed methodology

2 Related Work

In this section, we review some existing literature on video summarization approaches and later on we
discuss some literature on underwater video analysis in terms of object detection of underwater creatures.

Video abstraction is the process of generating a representation of long videos which is concise and
effective. It has numerous applications such as large volume video browsing and retrieval [23]. The video
storage efficiency and effectiveness are also improved by this process [24]. Video summarization and
video skimming are two major groups of video abstraction. Video summarization is also called still or
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static image abstraction, static video abstract, or static storyboard [25]. On the other hand, video skimming is
called moving image abstraction or moving/dynamic storyboard [26,27]. The most important content from
videos sequences is preserved in both of the approaches so that for end-users a more comprehensible and
understandable description is presented. In the community of computer vision, the summarization of
video is an active research area. There are various categories and applications in which it is used such as
Wildlife videos [28], TV documentaries [26], and sports videos [29]. There are six techniques of video
summarization that include feature selection, event detection methods, trajectory analysis, clustering
algorithms, shot selection, and the use of mosaics. In most cases, two or more techniques are used in
combined form for example clustering with feature selection [25,26,30]. All these approaches differ from
each other based on how they extract the feature vector for the representation of each frame of the video
sequence [25,26,31]. Moreover, saliency maps and features based on motion are also utilized [27,31].
Every proposed method of feature vectors has some limitations such as for each particular frame only
coarse information is maintained in color histograms-based approaches. For instance, when the motion in
video sequences is very large then there is a failure of motion-based features. Moreover, for textured and
cluttered backgrounds the performance of saliency maps-based methods is very poor. In comparison with
these, in this study, we have performed the task of video summarization for underwater large-size videos
to highlight the important events to reduce the manual process of analyzing these videos. Further, we
have employed the PME method to first extract the keyframes from underwater videos.

Furthermore, if we look into the literature of underwater video analysis then, a monocular camera is used
by Zhou et al. for tracking fish underwater [32]. An Autonomous underwater vehicle (AUV) is employed by
Forney et al. [33] and Clark et al. [34] to target the leopard sharks. A stereo video with low frame and low
contrast quality is studied by Chuang et al. [35] for tracking of fishes. Through these methods or devices, a
large set of underwater videos are analyzed to target underwater creatures such as fishes and sharks.
However, manual analysis of these large-scale videos is time consuming and hectic task since they
contain a lot of redundant information. A shape-based level set technique is also used to detect
underwater fishes by Ravanbakhsh et al. [36]. Copepods underwater are detected by Leow et al. [37] by
using neural networks. A hierarchical classifier is designed by Huang et al. [38] for the recognition
purpose of live fishes. An extreme learning machine (ELM) is used in the dynamic model hypothesis to
track fish trajectory in the work of Nian et al. [39]. Gabor filter is used in the work of Zhou et al. [32] for
tracking fish. All of these methods show good performances in the detection and classification of
underwater creatures. However, there is still a gap that exists in improving these methods using a more
advanced set of algorithms. Further, it is very challenging to overcome all these limitations such as
ubiquitous noise and uneven illumination. Further, in the present era, deep learning-based object detection
techniques are very commonly used in almost different domains [40,41]. A hybrid approach for object
detection and classification is also proposed in [42] to improve the performance of object detection
models. To detect salient objects from complex backgrounds, a deep learning approach along with graph-
based segmentation is proposed in [43] to improve object detection. Hence, in comparison with these
methods, this study analyzes the underwater videos using the deep learning method to track different
underwater objects under a single framework such as fishes including very small and large size fishes,
crabs, and jellyfishes. This suggested method is based on the computer-vision-assisted deep learning
technique of YoLoV3 and is a more advanced approach than Gabor filters [32], ELM [39], neural
networks [37], and hierarchical classifiers [38]. Further, in the scenario of video summarization, there
exists some research works for event summarization of underwater videos [11,44]. Currently, image
processing techniques based on different transforms such as dual watermarking are also proposed to
maintain the security of data in the smart grid [45]. Audio watermarking for the security of audio data is
also designed for the telemedicine domain [46].
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3 Proposed Methodology

The pictorial representation of the proposed methodology is shown in Fig. 1. We first extract the
keyframes from the underwater videos collected from the Brackish dataset using the Perceived motion
energy (PME) model [22]. After extracting the keyframes the remaining frames are discarded. These
keyframes provide the summarized form of underwater videos. Subsequently, we remove the shady and
blurry effects from the video. For this, adaptive histogram equalization is applied to improve the visibility
of the images. We have also created the mosaic from the underwater videos. Following on, the enhanced
keyframes are used as an input to the Yolov3 objection detection model which is fine-tuned using
DarkNet-53 architecture to detect underwater species. The detail of each step is given below:

3.1 Keyframe Extraction Using PME

In the first step, we have employed the PME method to extract the keyframes from underwater videos
collected from the brackish dataset. Generally, the salient content of the video sequences is represented by
keyframes. For many video-related tasks such as browsing, indexing, and retrieval, an appropriate
abstraction is provided by these frames [47]. With the help of keyframes, the amount of data is reduced
that is needed for video indexing and browsing. Generally, motion is a very common salient feature, and
also it is very useful to determine the keyframes. Hence, in this work, the keyframes in the video are
extracted by the triangle model of the Perceived motion energy (PME) model. This model observes the
motion patterns to extract the keyframes. The frames are selected as keyframes that are present at turning
points. There are two main turning points for frames, one is at motion acceleration and the other is
motion declaration. This method extracts more representative keyframes from a given video sequence
without any threshold criteria and hence it is a fast method. In this method, the motion activities in video
shots are represented by the triangle model of PME. The model sub-segments the given video shots.
These sub-segments differ from each other depending upon the movement patterns in terms of two
parameters i-¢ acceleration and deceleration. The salience of visual action which is relative is reflected in
accumulated PME and thus it can be employed as a major criterion to sort motion patterns according to
their importance. Motion data is first extracted to build the model directly from the streams of the videos.
In each macroblock of the B frame, there exist two vectors of motion for the compensation. This is also
called the Motion vector field (MVF). For the entire frame, the vectors of motion’s average magnitude
Mag(t) are computed by Eq. (1):

3 MixFEyi)(1) | 32 MixBEy (1)

Mag(t) = N 5 i 1)

In the above Eq. (1), the vectors of forwarding motion are represented by MixFE,; ;(f) while the vectors
of backward motion are represented by MixBE,,; ;(f). The total number of macroblocks is denoted by N. The
values (i, j) denote the macroblock positions while the £ denotes the energy. The computation of
MixFE,;(t) and MixBE,;(t) is similar to MixE,;;(t) [48]. The term MixE,;;(f) involves the
information about camera and object motions. The a(f) represents the dominant motion direction and its
percentage can be defined as:

; _ max(AH(t, k), k € [1, n])
o) = T AH(1, k)

@

The quantization of the 27 angle is done up to » angle ranges. After that, with » bins, the angle of the
histogram is created overall vectors of forward motion represented by AH(?, k) in the above Eq. (2) where the
k belongs to [1, n]. In all directions of motions, the dominant direction bin is represented by the term
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max(AH(t, k). The term “max” indicates to select of the maximum values between (4H(¢, k) and k. The value
of n is set to be 16. The PME of a given frame B is computed as:

PME(t) = Mag(t) x a(t) 3)

In the above Eq. (3), the percentage of dominant motion direction is denoted by a(f) while the value of
Mag(f) is computed using Eq. (1) which denotes the vectors of motion’s average magnitude. Moreover, to
filter out the noise, a temporal filter is also applied with temporal window size W,. In this method, sorting
is performed according to magnitudes in the window. The values present at the last of the lists are
cropped while for the remaining values in the list the average is taken. The resulting values form the
mixture energy MinEn; ;. Both object and camera motion energy is included as:

1 M—oM

D> Magi(m) 4)

m=uM+1

Mll’lE}’l(lJ) =

(M —2 x |aM] x W2)

In the above Eq. (4), the total magnitudes which are present in the window are represented by M. The
largest integer which is not greater than aM is denoted by |«M |. The term W, denotes the size of the temporal
window. The values which are sorted in the list are called magnitude values denoted by Mag; (m). The value
of parameter o whose values lie in the range 0 <a <0.5 is known as the trimming parameter. All those
samples which are not included in the accumulating computation are controlled by this parameter. More
detail of this process can be found in [48]. For every B frame, the PME value is computed. This process
is completely enough for selecting keyframes from given video shots.

3.2 Image Enhancement and Mosaic Creation

After extracting the keyframes from a video using the PME model, we have applied the image
enhancement method to enhance the visibility of the resulting frames. It is due to the reason that
detecting the objects of interest accurately requires the quality of images to be enhanced since analyzing
blurry and shady images may result in poor performances. More precisely, in this research study, the
visibility in these resulting keyframes will be improved by applying the adaptive histogram equalization.
For analyzing underwater habitat, we will create an image mosaic from videos after removing blurry/
Shady effects and image enhancement. Mosaic will be created by mapping each frame to a common
reference frame in the sequence.

3.3 Habitat Analysis

In the last stage, with respect to burrows, a habitat is analyzed with the help of object detection
technique. The object detector YOLOV3 [49] is applied here for purpose of analyzing. The input of the
YoLoV3 is the enhanced keyframes of the underwater videos. Moreover, the YoLoV3 does not require
the pre-, and post-processing steps for final outputs and works as a single network model to detect
multiple objects from an image using one single pass. Hence the process is called unified detection. The
separate chunks of the object detection algorithm are integrated into a single network model. Yolo model
looks only once at the input to predict the output irrespective of location and type of object in the image.
An end-to-end training is used in the Yolo hence increasing the speed of the network. The architecture of
the Yolo model consists of 24 convolution layers. After that, two fully connected layers are deployed.
Instead of using max-pooling layers for down-sampling an image, the strided convolutions are used in the
network for downscaling. The input image is first divided into 7 x 7 grids. For detecting each object, the
grid cell is responsible in the case, when the object falls into the center of the grid cell. The bounding
box and probabilities of classes are predicted for each grid by the model.
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3.3.1 Bounding Box Prediction:

For each prediction from the model, the four coordinates are predicted as shown in Fig. 2. More
precisely, the bounding box with four different locations is predicted by the model. Further, with the help
of the sigmoid function denoted by sigma, the center coordinates of the bounding box are predicted in
relation to the position of application of the filter. For every bounding box, the four coordinates are t,, ,
t,» and #,. On the left top corner of the image by (c,, ¢,), if the cell is offset and the height and width of
the bounding box are represented by p,, and p,, then the prediction of the model is given by:

b, = U(tx) + ¢ (5)
by =0a(t) +¢ (6)
bw = Dwe!, (7)
bi = Phe, ®)
Cx
D —
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Figure 2: Predictions in form of bounding boxes

In the above Egs. (5)—(8), b,, and b;, denote the width and height of the bounding box predicted by the
YoLoV3 model. Moreover, the sum of squared error is used for training purposes.

If for coordinate prediction the ground-truth value is, 7, then the ground-truth value is the gradient which
is calculated with the help of the ground-truth box is subtracted from the prediction 7, —¢,. All the equations
given above are inverted for computing the value of ground truth. The logistic regression is used to predict
the objective score of every bounding box in the Yolo model. In case the bounding box prior is overlapped by
more than one ground-truth object then this value becomes 1.

3.3.2 Predictions of Classes

By using multi-label classification, the classes present in the bounding boxes are predicted by each box.
The logistic classifiers are used in the network instead of using softmax. For predictions of classes, the loss
function named binary-cross entropy is used. A sample example of prediction is shown in Fig. 3.

3.3.3 Scale Based Predictions

More precisely, in Fig. 3 the prediction of the YOLO model is depicted in which the input image of
underwater is divided into the Sx S grid. In case, when the object falls within a grid cell then for the
detection of the object this grid cell is responsible. On the other hand, the Yolo v3 model uses three
different scales for predicting boxes. Similar to the feature pyramid networks [50] model, all these scales
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are used for the process of feature extraction. Different convolution layers are inserted in the model from the
base feature extractor. A 3D tensor is predicted which contains three values i-e objectness score, predictions,
and bounding box. Moreover, in the Yolo model, feature maps resulting from earlier layers of the model are
also used and integrated with up-sampled features with help of concatenation operation. From the up-
sampling features, a more semantic formation is extracted while the earlier feature maps are used to get
fine-grained information. These integrated feature maps are further processed by adding more convolution
layers. By this operation, the size becomes twice but has no impact on the tensor. For the prediction of
the final scale, the same pattern is repeated one more time. The bounding box priors are further by using
k-means clustering.

Ta i J

Bounding boxes+ Confidence

Confidence Maps

AW |
SxS grid on Input

Figure 3: The object detection model: Regression is used to mimic the detection. At first, the input image is
divided into S x S grid and for every cell of the grid, the model predicts B bounding boxes along with the
values of confidence and probabilities of classes C. A tensor §x §x (Bx5+ C) is used to represent the
predictions

3.4 Feature Extraction

In yolov3, the Darknet-53 is used for feature extraction while the Darknet-19 is used in yolov2.
However, in yolov3, more successive layers of size 3x3 and 1 x 1 are added to the stuff of the
network. The network becomes larger with 53 convolution layers and with more shortcut connections.
Here in our work, we used the pre-trained weights of Darknet-53 on our custom dataset to perform object
detection on the resulting keyframes of videos. Moreover, the hyperparameters of the model include the
learning rate, which is set to 0.0001, the number of epochs is 100, and a batch size of 8 samples.

4 Experiments and Results

In this section, we discussed the results of the suggested framework along with their analysis. In
addition, the details related to the dataset are also added.
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4.1 Dataset

There exist many underwater datasets [51—53] for research purposes. However, in this research study, we
have used the brackish dataset which is the first and freely accessible dataset that contains underwater videos
from the European seas. This dataset involves the bounding box ground truth labels of different objects in the
water i-e fish, crabs, and other aquatic species. The data has been collected in Limfjorden, a brackish
waterway that flows around Aalborg in northern Denmark. The total number of videos in the dataset is
80 along with bounding box labeling in different formats such as YoLo Darknet, MS COCO, and AAU.
The fishes in water are labeled in eight kinds of classes including fish, small fish, crab, shrimp, jellyfish,
and starfish. All the videos are divided into different folders depending upon the number of times with
which they are labeled. The whole dataset is already divided into three non-overlapping sets namely,
train, validation, and tests in ratio 80/10/10. Different file names i-e train.txt, test.txt, and validation.txt
are provided in which the names of the frames of video of every set are specified.

4.2 Experiments

To assess the performance of the proposed framework, we have validated it over the brackish dataset. At
first, the frames of brackish video for each category which includes fish, small fish, crab, shrimp, jellyfish,
and starfish are extracted. Later, we employed the PME approach to select the important keyframes from each
video. Those extracted keyframes from underwater videos are shown in Fig. 4. These keyframes play an
important role in video summarization. If more significant keyframes from a video that contains
interesting events are identified, then the summarized video will be more informative. One of the
important elements in highlighting these events is that they are in motion and ultimately act as an
essential feature to determine the keyframes [22]. Furthermore, the summarized video in the form of
keyframes should reflect the salient visual content of the video. Hence, to extract more relevant frames by
involving motion patterns, we employed the PME method. Through this method, more relevant
keyframes are extracted which ultimately makes the summarization accurate as well as improves its
performance. Following on, all these frames are applied with image enhancement operation to enhance
their visibility as shown in Fig. 4 (bottom row). As obvious from these images that the resulting
enhanced images are bright with high contrast. This step makes it easy for the model to detect different
objects as these enhanced underwater images are given as an input to the YoLoV3 object detection
model. Since there exist very small objects, such as small size fishes, whose color and texture appear to
be submerged with water due to inadequate illumination. Hence, we improve this degradation in
illumination as well as contrast by enhancing the underwater images. Moreover, the YoloV3 with pre-
trained DarkNet53 weights is fine-tuned over the train set frames. After training, we have validated the
trained model over the test. The results of detection for the category of “Jellyfish” are shown in Tab. 1. In
the above Tab. 1, it is observed that the suggested model detects the underwater species namely
“Jellyfish” in 63 frames out of 116 frames in the first video. More precisely, the corrected labeled frames
were only 12 in this video. Similarly, for videos 2, 4, and 5 the total number of correctly labeled frames
is 0. However, the total number of non-labeled frames is much higher than labeled frames. Likewise, we
access the performance of the detector over the second category called Crab. The results of the trained
model in detecting the crabs from underwater videos are given in Tab. 2. It is observed that correctly
labeled frames for category “crab” are more than the category “Jellyfish”.

As seen from Tab. 2, for video 1 and video 5, the correctly labeled frames are 19 and 28 respectively.
Furthermore, the ratio of non-labeled frames is more than labeled frames in this category. Similarly, the
detection results in terms of correctly labeled frames for the category “big fish” are also given in Tab. 3.
It is observed that with this category the model performs better than the previous two categories namely
‘Jellyfish” and “Crab”. This is due to the reason that big fishes are large size objects and are easier to be
detectable by the model. Moreover, the textural appearance of jellyfish appears to be very light until it is
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very close to the observing camera and hence the result of jellyfish detection is less accurate than big fish.
Similarly, the same is the case with the crabs. The crabs appear to be idle on the sea’s bottom in the majority
of the videos hence causing difficulty for the model to be detectable since it is difficult to observe the crabs.
The total number of highest correctly labeled frames for this category is 258 for test video 3. However, for the
last video, the total number of correctly annotated frames is zero. Later on, we observe the performance of the
object detector over the “small fish” as given in Tab. 4. For this category, we have only three test set videos.

(e) Keyframes

ars

(b) Enhanced keyframes

Figure 4: Some sample images of extracted keyframes and enhanced keyframes

Table 1: Detection results of YOLoV3 on the category “Jelly Fish”

Category = “Jelly Fish”

Video Total frames Labeled frames Non-labeled frames Correct

1 116 63 41 12
2 108 16 92 0
3 113 6 102 5
4 111 10 101 0
5 146 0 108 0

Table 2: Detection results of YOLoV3 on category “Crab”

Category = “Crab”

Video Total frames Labeled frames Non-labeled frames Correct

1 120 24 77 19
2 190 0 108 0
3 183 0 148 0
4 139 0 74 0
5 114 0 47 28
6 139 0 122 0
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Table 3: Detection results of YOLoV3 on the category “Big Fish”

Category = “Fish big”

Video Total frames Labeled frames Non-labeled frames Correct

1 222 69 24 129
2 182 16 11 155
3 461 139 89 258
4 158 79 17 55
5 190 111 53 25
6 149 11 98 40
7 267 3 203 61
8 200 46 66 88
9 179 18 115 46
10 162 2 3 157
11 185 14 4 167
12 145 0 101 0

In the last, we have accessed the performance of the proposed model over the fish small shrimp category.
The results of the detection model over this category in terms of correctly labeled and unlabeled frames are
given in Tab. 5. It is observed that the object detector model performs better with categories of fish i-e small,
big, and shrimp than the crab and jellyfish. More specifically, the total number of correctly labeled frames in
this category for video is 17, similarly, for video 2 it is 64, for video 3 it is 17, and so on. Nevertheless, for
video 5 the total number of correctly labeled frames is 0, similarly, for video 5, the total number of correctly
labeled frames is only 3. Category by category observation of detection results shows that model shows good
results in almost all of the categories except for the accurate detection of “Jelly Fish”. In addition to these,
some detection results in terms of output bounding boxes are shown in Fig. 5. It is observed that the model
performs efficiently in the detection of different underwater species, especially very small size species. As
shown in the first image of Fig. 5, a model is detecting a very small object namely small fish.

Table 4: Detection results of YOLoV3 on the category “Small Fish”

Category = “Small Fish”

Video Total frames Labeled frames Non-labeled frames Correct

1 120 29 91 0
2 610 91 72 447
3 256 27 54 175

It is obvious from the image that it is very difficult to observe these objects even with the naked eye, but
the suggested model shows encouraging results. Similarly, the second image in the first row also depicts the
detection results of very small underwater species. However, the third image in row 1, the second and fourth
image in row 2 depict the results of detection with large size species underwater.
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Table 5: Detection results of YOLoV3 on the category “Small Fish Shrimp”

Category = “Small Fish SHRIMP”

Video Total frames Labeled frames Non-labeled frames Correct

1 109 60 31 17
2 205 63 76 64
3 171 69 77 17
4 181 87 48 41
5 202 12 190 0

6 183 19 94 70
7 131 13 32 86
8 121 0 82 3

Figure 5: Detection results of the YoloV3 object detection model

4.3 Discussions and Comparisons

Currently, different research scientists related to marine management have adopted different
technologies such as remote sensing, digital cameras, remotely operated underwater vehicles (AUV), and
Unmanned undersea vehicles (UUV) to track different activities underwater as surveillance, stock
assessment, and habitat analysis. During their navigation in the seas and oceans, these gadgets acquire
large-scale videos. However, analyzing these large size videos manually to extract the information
regarding key events such as stock assessments and habitat analysis of different underwater species is a
challenging task for marine researchers. On the other hand, in underwater videos, the accurate detection
of different species is also a difficult task due to poor illumination and lighting conditions underwater.
Hence, to solve these challenges, this research study intends to provide a solution to automate the manual
process of video examination through the video summarization process. Currently, in existing studies,
there is very little amount of research on the summarization of videos [11] for under video. On the other
hand, the frameworks for the detection of underwater creatures through object detection models are
proposed in different studies [12—14]. However, in comparison with them, this study provides a complete
end-to-end solution for underwater video analysis by performing both video summarization and object
detection to carry out habitat analysis. Video summarization is one of the emerging tools and strategies
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which not only provides the condensed version of the video but the most relevant parts of the videos are also
preserved as well as also assisting in providing benefits to organizations that are deeply involved in video
processing and searching. Through video summarization, important frames of video referred to as
keyframes are extracted and their integration leads to a summarized video. In this study, we have
employed the PME method to extract the keyframes from underwater videos.

Furthermore, to handle the light and illumination problems we have to apply the image enhancement
operations over the resulting keyframes to enhance their visibility. Following that, the keyframes are used to
train the object detection model to recognize different types of species underwater to perform habitat
analysis. For this purpose, we have employed the YoloV3 object detection model that utilizes less costly
backbone architecture namely DarkNet-53 than previous versions of YoLo that utilizes ResNet-based
architectures. Instead of training it from scratch, we have performed the fine-tuning of the model on our
custom dataset. It is observed that the suggested framework provides complete automation to underwater
video analysis by first summarizing the content of the video followed by image enhancements and object
detection in videos to carry out habitat analysis and exhibits the encouraging outcomes. Furthermore, when
compared to prior research studies, then the proposed framework is a more complete solution to automate
the process of underwater video analysis. The comparison with existing methods is shown in Tab. 6.

Table 6: Comparison with Existing methods in underwater video analysis

Authors Approach Video Underwater Performance
summarization object detection

Kavitha et al.  Statistical feature Yes No 0.1 (false negative

[11] extraction ratio)

Cao et al. [12] Single Shot Detector ~ No Yes (only crab 0.99 (mAP)
(SSD) class)

Chen et al. [13] Monocular vision No Yes 0.965 (precision)

Zhang et al. YoloV4 No Yes (6 species)  0.9265 (mAP)

[54]

Xu et al. [14]  YoLo object detector ~ No Yes (Only fishes) 0.5392 (mAP)

Proposed PME + YoLoV3 Yes Yes (6 species)  0.946 (mAP)

For instance, Kavitha et al. [11] proposed an underwater video summarization approach in which the
frames of video are converted into wavelet sub-bands followed by calculating the standard deviation
among two successive frames. Similarly, Cao et al. [12] proposed a Single-shot detector (SSD) based
object detection model for the detection of underwater species. They modified the backbone architecture
of SSD with MobileNetv2 and replaced the traditional layers of convolution with depth-wise
convolutions. Likewise, Chen et al. [13] suggest a monocular vision-based sensor-reliant object detection
method to detect underwater objects. Instead of only employing visual features such as color and
intensity, their work also incorporates the information of light transmission. Moreover, Xu et al. [14]
proposed a deep learning-based object detection method for the tracking and monitoring of Jellyfish in
seas and oceans. Zhang et al. [54] employs YoLoV4 object detector to perform underwater object
detection. Further, it is worth noting that the above-mentioned studies utilize various datasets for
underwater objects identification. Furthermore, some research studies have only detected a few
underwater species of e-g crabs and only fishes. In comparison to these existing methods, this study
demonstrates an extended version in which six different underwater species are targeted. More
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specifically, this study involves both summarization and habitat analysis with a PME method and object
detection approach to entirely automate the system and provide a complete framework to assist the
marine research community and management.

5 Conclusion

Currently, the attention of the industrial and scientific community especially marine researchers towards
underwater video analysis through computer vision approaches have been risen owing to advancements in
the field of computer vision, artificial intelligence, and digital image processing technologies. Hence, to assist
the marine researchers, an automated deep learning-based complete solution is proposed in this study to
allow for quick analysis of these under-water videos. This can be accomplished by video summarization
strategy using the Perceived motion energy (PME) method which extracts the keyframes from the
underwater videos and later on these frames are enhanced to remove the blurriness. Subsequently, an
object detection algorithm namely YoLoV3 is employed to perform habitat analysis of underwater
species. This involves the detection of different objects underwater such as crabs, jellyfishes, small and
big size fishes, etc. The YoLoV3 model is fine-tuned using pre-trained DarkNet53 weights to perform
object detection. It is observed that the proposed framework shows the best outcomes and has the
potential to assist marine researchers in conducting their studies regarding different tasks. In the future,
the proposed framework is extended with other object detection approaches with different backbone
networks along with attention mechanisms to further improve the performance.
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