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Abstract: In spite of the advancement in computerized imaging, many image
modalities produce images with commotion influencing both the visual quality
and upsetting quantitative image analysis. In this way, the research in the zone
of image denoising is very dynamic. Among an extraordinary assortment of image
restoration and denoising techniques the neural network system-based noise sup-
pression is a basic and productive methodology. In this paper, Bilateral Filter (BF)
based Modular Neural Networks (MNN) has been utilized for speckle noise sup-
pression in the ultrasound image. Initial step the BF filter is used to filter the input
image. From the output of BF, statistical features such as mean, standard devia-
tion, median and kurtosis have been extracted and these features are used to train
the MNN. Then, the filtered images from the BF are again denoised using MNN.
The ultrasound dataset from the Kaggle site is used for the training and testing
process. The simulation outcomes demonstrate that the BF-MNN filtering method
performs better for the multiplicative noise concealment in UltraSound (US)
images. From the simulation results, it has been observed that BF-MNN performs
better than the existing techniques in terms of peak signal to noise ratio (34.89),
Structural Similarity Index (0.89) and Edge Preservation Index (0.67).
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1 Introduction

The US image is created by the reflection of waves of body structures. It may be a sound wave with
frequencies higher than the upper capable of being heard restrain human hearing. Ultrasound devices
work with frequencies from 20 kHz to a few giga hertz [1]. US images are affected with speckle noise
(SN) while procurement, transmission and retrieval process. Clatter, in US-images could be categorized
as, salt and pepper, Gaussian, and SN noise. Speckle could be a specific type of noise that happens in US
images gotten by articulate imaging schemes like US [2]. It is induced by obstructions amid similar
waves that, reflected from common exteriors, attain out of the stage in the sensor [3]. Speckle noise is a
common feature of images from Ultrasound. Backscattered echo signals cause speckle noise in medical
US images. Because of the granular pattern that emerges in the images, speckle noise exhibits the
properties of multiplicative noise and Rayleigh distribution, decreasing image resolution and contrast.
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Skewering noise in medical images in the US inhibits physicians from accurately diagnosing lesions as they
prevent extraction, analysis and detection of lesion characteristics. A speckle noise suppression algorithm is
an important pre-processing approach for obtaining an accurate lesion identification and analysis using US
imaging.

A neural network (NN) method is considered to categorize SN into three wide measurable groups, and it
has been utilized effectively both in likelihood thickness estimation and for filtering of multiplicative noise in
US images. It is also expected that the dissemination could be described by constraints. Different
characteristics are calculated from whole speckle noisy images and are in this way utilized as input to
multilayer neural systems with ceaseless output values. The systems recognize parameters in two
covering stages: (1) Evaluation of the parameter of speckle noise and (2) Removal of speckle noise. NN
has a long history of victory in classification issues, counting infection descriptions in ultrasound scans.
The system adopts Bilateral Filter (BF) based Modular Neural Networks (MNN) to suppress the speckle
noise produced in the Ultrasound images. The Bilateral filter is a non-linear edge-preserving filter that
reduces the noise and smoothens the input image. It smoothens the features of the image without
affecting its edge. The Modified neural network system determines the intensity of features and classifies
the input image. It helps to overcome the shortcomings such as fine detail loss and edge loss. It has been
appeared to be all-inclusive approximations, given an adequate number of units within the networks
covered up layers.

The remaining part of this work is arranged in the following way. A transitory literature review on
speckle suppression techniques is presented in Section 2. The proposed methodology using BF-based
MNN speckle suppression is defined in Section 3. Section 4 illustrates the simulation result and
discussion. The efficiency of this method is evaluated in Section 5 and the conclusion of this paper is
presented in Section 6.

2 Literature Review

Speckle Noise is a key hindrance present in ultrasound images that affects the quality of image. Removal
of the speckle noise includes some difficulties such as loss of fine detail and deconstructs the edge. This
section narrates a brief explanation of series of work that done in recent studies to reduce the speckle
noise from the ultrasound image. Image processing strategies for SN diminishment have been inquired
about for upgrading the quality of US images and expanding the investigative competencies of
therapeutic US images [4]. The primary method for SN removal is the homomorphic wiener filter [5],
adaptive weighted median filter [6], but this fails to preserve the valuable information of the original
image. The comprehensive study of measurable features of the speckle noise has been presented in [7]. It
was moreover observed that the linear filtering is distant from being an appropriate strategy to be utilized
for diminishing the SN. There have been significantly intrigued in utilizing wavelet transform as a
productive strategy for SN diminishment [8]. To rebuild images damaged by speckle noise in ultrasound
imaging, a simple method was developed that employed speckle reducing anisotropic diffusion (SRAD)
and a guided filter that took noise characteristics into consideration. The logarithmic transformation of
speckle noise in an ultrasound image turned multiplicative noise into additive noise. This noise was first
removed using a filter (SRAD) that could be applied directly to multiplicative noise. The residual noise in
the SRAD output image was transformed to speckle noise characteristics (additive noise) using a
logarithmic transformation. The SRAD result image was then subjected to the guided filter, which was
used to eliminate any unwanted residual noise in the image [9]. It was analysed that a convolution
network of discrete cosine transform was designed with finite impulse response filter to achieve faster
elapsed CPU time. This method was designed by employing the discrete cosine transform (DCT)
convolution model and its Z-transform to construct a FIR digital network. The similar method was used
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to find a recursive filter for ultrasound image reconstruction using IDCT structure. A collection of normal/
abnormal foetal ultrasound images were used to verify the validity of the suggested algorithms in order to
evaluate the performance of the new filters. Filtering efficiency has also been found to be significantly
dependent on hard thresholds [10]. A deep convolutional neural network was used remove to Speckle
noise in ultrasound images with a hybrid loss function particularly developed for the elimination of
sparkling noise which might lead to quick and steady convergence during training. This suggested US-
Net model architecture is developed specifically for Ultrasound removal. This loss and loss hybrid is
ideal for ultrasonic despeckling [11]. Non-Local (NL) means-based filtering technique has been
introduced for US images by presenting the Pearson detachment as a related quantity for reinforcement
assessment. Calculations were achieved on artificial information with distinctive noise levels and
distinctive speckle recreations. Tests appeared that the developed filter beats the normal usage of the NL
filter as well as the SRAD and the SBF filters. These come about to appear that image-redundancy
suspicion essential for NL implies filter holds for US imaging [12]. The analysis of misfortune
distribution filters on lessening the SN in US images utilizing all conceivable amalgamations of three
components namely image angle, texture-based differentiate, and the scattered thickness. This method
helps in incrementing the grand implementation of the nonlinear diffusion algorithm in suppressing the
SN and protecting the vital edifices and corners of the image [13].

SN reduction technique has been developed for 2-D US imaging based on an artificial neural network.
This method can suppress the blur and speckle noise correctly [14]. Fast removal of SN in real US images has
been described by combining Adaptive filtering and Bergman iterative technique. SN reduction technique
compared with the other similar speckle reduction methods gave quality results in terms of speed and
speckle reduction performance [15]. For Speckle Noise Reduction and the Boundary Enhancement on
Medical US Images, Cellular Neural Networks (CNN) has been proposed [16]. Neural Network using the
IR (Infinite Impulse Response) filter (IIRNN) technique was used in the learning stage. This technique
was efficiently removed the speckle noise in US images [17].

Even though the NN is active in noise suppressing systems, it is suffered from the intricacy of
computations and the length adjustment of the parameters of neural systems. Although all of the outputs’
pixel values are scaled to span the whole gray scale range, most existing methods fail to recover contrast
and structural features.

This confines the handy utilization of such versatile systems to a stationary or partially stationary noise
source. Also, the NN is over-trained for the identification of speckle noise. These above-mentioned
drawbacks of NN are overcome by utilizing the BF-based MNN speckle suppression systems.

3 Proposed Method

The block diagram of proposed speckle suppression using BF and MNN is given in Fig. 1. In this
method, two stages of the de-speckling process have been performed. During the first stage, bilateral filter
has been used for the filtering process. Then, the denoised image and the original ultrasound images are
subtracted to get the filtered speckle noise. After that, the statistical characteristics such that mean,
median, standard deviation and kurtosis are calculated from the filtered speckle-noise image. These
features are utilized to train MNN. In the second stage of the filtering process, these trained MNN has
been used to de-speckle the filtered image which is from the output of the bilateral filter. At last, the
performance metrics such that, Peak signal to noise ratio (PSNR), Structural Similarity Index (SSIM) and
Edge Preservation Index (EPI) are evaluated to get the efficiency of the BF-MNN filtering method.
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Figure 1: Block diagram of speckle suppression using BF based MNN

3.1 Intensity Adjustment

Initially, the US image is given as input to the intensity adjustment block as shown in Fig. 1. Here,
Histogram Equalization (HE) method has been used for intensity adjustment. HE is performed by
remapping the dim degrees of an image dependent on the likelihood dissemination of the input gray
levels. It straightens and extends the dynamic scope of the image histogram and bringing in an overall
contrast enhancement image.

3.2 Bilateral Filter

Bilateral filter can convert any form of input image into smooth noiseless image without deconstructing
the sharp edge surface. The intensity esteems at every pixel in a denoised image are supplanted by an average
of pixel intensity esteems from neighboring pixels. This weight can be founded on Gaussian distribution.
Vitally the weight does not only depend on Euclidean separation but depends on the radiometric
distinction. These characteristics of bilateral filter preserve the sharp edges by efficiently circling through
every pixel and modifying loads to the contiguous pixels accordingly. All of the images are 400 x
400 pixels in size. Each image was denoised using a Bilateral filter with varying levels of thresholds. The
objective function of bilateral function is expressed as,

pFiltered _ ZDW(xikr(HDW(xi) — DW (x)||)ks(J|x;i — x||)) (1)

where BFied js the de-speckled image, DW is the filtered image using soft thresholding with SURE
estimation, x is the coordinates of the current pixel to be filtered, k, is the kernel range and kg is the
spatial kernel function for smoothing images.

3.3 Statistical Feature Extraction

Feature extraction is the method of changing over an input image into a set of characters or properties of
an image. It was finding the set of images that describe the shape of a character absolutely and interestingly.
The main objective of feature extraction is to extract a set of characters, which maximizes the identification
rate with the slightest number of components and to produce a comparable feature set for several instances of
the same image. Many image attributes can be utilized to train the Modular Neural Network. In this system,
the first-order statistics attributions like mean (u), standard deviation (o), kurtosis (k) and median (m) are
calculated to extract the set of characters. The mathematical expression to derive the statistical attribution
is given below;
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Here PQ indicates the number of values, f;; indicates the data set values.

m— Sm +2Sm+1 (5)

Here s, indicates the number of sample observations.

3.4 Speckle Suppression Using MNN

The Neural Network (NN) design comprises three layers namely, input, intermediate and output layer.
This system and its associations have appeared in Fig. 2. Every unit of input and the intermediate layer are
organized into 2 measurements. One size of information is a standardized estimation of the intensity of an
image. The highest value is taken as 1 and the lowest value is taken as —1. The input layer is taken for
processing by reading the data to fit in the layer size for the corresponding input image. Each unit in the
input layer of the non-linear function yields the resultant information to the hidden layer. By adding
weight addition to the input data, the results are generated for the hidden and output layer. This procedure
continues moving a position a pixel through the image and is appeared in Fig. 2. Each intensity value of
the input image is compared with the output of NN. To minimize the error the internal conditions are
altered. The back propagation algorithm is used to fully train the NN and MNN system is shown in
Fig. 2. Each layer that is used in MNN is briefly explained underneath and the modular neural network is
shown in Fig. 3.

// = /E] output pixel
N /1

N

— A g \4:
T~ [H4H £s /
Hp as

input pixel » g
4 ,7'
d A G AN /’7’
- ¥ NGy

- % / —_—

Input image Modular Neural Network Output image

Figure 2: Speckle noise suppression using MNN
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Figure 3: Modular neural network (MNN)

3.4.1 Input Layer
The initial layer of MNN system is input layer. It comprises of ‘n’ basis hubs, where ‘n’ - information
factor. The input ultrasound image is sectioned into n number of kernels and it is calculated as follows,

x(k) = [xy(k), x2(k) . .. .., xa(K)]" (6)
K - Kernels in the input layer.

3.4.2 Task Decomposition Layer
Prior to training the modules, task decomposition is performed using a clustering technique. It comprises
a single neuron, and every neurocyte includes a kernel function which is gathered as follows,

sty = { V0l < 0

where, &,—ambit of the ™ neurocyte.

3.4.3 Task Allocation Layer (AL)
This layer accepts the methodology that, incase 4 (x(k),c;) = 1, the h™ sub network made active to
understand the input trial. The input trials help to powerfully balance the active sub-network.

3.4.4 Sub Network Layer (SL)

The subsampling layer or pooling layer frequently follows a Task allocation layer. Its function is to down
sample the output of a AL layer along both the spatial dimensions of height and length. The feature maps’
dimensions are reduced using Pooling layers. It lowers the number of parameters that need to be learned and
the calculation that is done in the network. The output is denoted in the sub network layer as follows,

i) = 3 iy [Z vi,-/<k>x,-<k>] ®

W
i=1
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where, wy - weights of the intermediate and output neurocyte v;» - weight of input and intermediate neurocyte
in SL,
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3.4.5 Integration Output Layer

The output of the MNN network is calculated in the integration output layer as follows,
R
Y(k) = o (k)yu(k) (10)
g=l

where, ‘R’ represents no. of certain sub networks 1 < R </, oy (k) is the integration weight.

The architecture of the modular neural network (MNN) is shown in Fig. 3. The algorithm of the MNN
system involves four main processing layers and each layer has different functional steps;

Step 1: Initially, the input ultrasound image is sectioned into the ‘n’ number of kernels and a constant
bias is added for further processing.

Step 2: The next step is task compression and Task Allocation Layer for neuron selection and feature
extraction.

Step 3: Next step is sub network layer, it lowers the number of parameters that need to be learned and the
calculation that is done in the network. It remove unwanted speckle noise in multiple process.

Step 4: The Final step is Integration Output Layer. It concatenates the feature of sub networks and
produce the output.

Both Bilateral filter and Modular neural network (MNN) produce effective results over the filtering and
detection of speckle noise in any form of ultrasound image. The BF filter removes the noise and texture
without affecting the sharp edges and smoothen the image.

4 Simulation Results and Discussion

US dataset from the Kaggle site has been used for this experiment. It consists of two groups namely
benign and malignant. Benign consists of 100 images and malignant contain 150 images. Therefore, this
US dataset contains 250 ultrasound images that are affected by speckle noise. In this experiment, SN is
not additionally added, because the images themselves contain SN. These images are directly used for the
SN reduction process.

The statistical features of speckle-noise [ 18] such as mean, median, standard deviation and Kurtosis have
been evaluated from the filtered speckle noisy image. These features are used to train the MNN, and it is
trained by using the back propagation technique. This network is trained multiple times for each image.
The training is continued till the system reaches the minimum error of 0.074. The parameters used for
training the network and the error after the training are presented in Tab. 1.

The simulation results of US benign image using BF-MNN method and the various existing methods
such as DTCWT (Dual Tree Complex Wavelet Transform), IIR and NI are given in Figs. 4 and 5.
Similarly, experimental outcomes of US malignant image using BT-MNN, DTCWT, IIR and NL are
given in Figs. 6 and 7.
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Table 1: Constraints used in MNN layers

Constrains Values
No. of Units in the Input layer 49
No. of units in the hidden layer 49
No. of units in the outer layer 1
Error after training 0.074

(@) (b) (©) (d

Figure 4: Simulation outcomes of BF-MNN and various existing de-noising methods for benign-01 US
image. (a) Input US image, (b) BF-MNN, (c) DTCWT, (d) IIR, (e) NL

(@) (b) (©) (d) ©

Figure 5: Simulation results of BF-MNN and various existing de-noising methods for benign 02 US image.
(a) Input US image, (b) BF-MNN, (c) DTCWT, (d) IIR, (e¢) NL

(@) (b) (©) (d) (e)

Figure 6: Experimental outcomes of BF-MNN and various existing de-noising methods for malignant-
01 US image. (a) input US image, (b) BF-MNN, (c) DTCWT, (d) IIR, (e) NL

(©

Figs. 4-7 shows the experimental outcome of both benign and malignant ultrasound medical images.
Here the outcome of proposed BF-MNN technique is compared with existing techniques such as
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DTCWT, IIR & NL. From the simulation results of benign and malignant US images, it is observed that the
DTCWT method produced good speckle-noise suppressed images. In this method, some of the useful
information is also removed from the original image, and the edges are not preserved properly. In IIR,
some of the important attributes of original images are removed from the image. Speckle suppression
using NNL produces poor segmentation results when compared with other methods. In this method, the
speckle noise is not filtered properly comp. After visually notifying all the simulation results, the
proposed method BF-MNN produced a better quality of filtered images.

) ©) (d

Figure 7: Experimental outcomes of BF-MNN and various existing de-noising methods for malignant-
02 US image (a) input US image (b) BF-MNN (c) DTCWT (d) IIR (e) NL

5 Performance Evaluation

Performance of hybrid de-speckling method based on MNN and improved bilateral filter can be assessed
utilizing numerical proportions of image quality after the filtering method has been performed on the image. The
presentation measurements are selected dependent on their processable contortion measures. Peak signal-to-
noise ratio (PSNR) and Mean square error (MSE) are the two most well-known proportions of image quality
in image processing systems [19,20]. In addition to these parameters, EPI (Edge Preservation Index) and
SSIM (Structural Similarity Index Metric) have also been evaluated to find the efficiency of the hybrid de-
speckling method. The PSNR and the MSE measures are given by Eqs. (11) and (12), respectively,

2
PSNR — mzog% (11)
P—10-1 5
S5 (x(m,n) — y(m,n))
MSE = m=0n=0 50 (12)

The SSIM metric can be described as,
(Zrux:uy + Cl)(ZO'xy + Cz)

SSIM (x,y) = 13
(y)(@+@+QXﬁ+@+Q) ()
Another parameter EPI can be calculated by using the equation,
Ax — Ax) 3 (Ay — Ay

VE (- &) Y (ay - &)

where, x(m, n) - pixel esteems in the noise-free US-image, y(m, n) - pixel esteems in the de-speckled image
after the filtering process, P, Q is the size of the image, and ux, py, ox, oy, and oxy are the local means,
standard deviations and cross-variance respectively.



1762 TASC, 2023, vol.35, no.2

In this paper, around 30 US images have been simulated and the values are plotted in Fig. 8. The average
values of PSNR, SSIM, and EPI are calculated by using those values and tabled in Tab. 2. From this tabulation,
it can be noticed, the proposed methodology BF-MNN method produces better results in terms of PSNR of
34.89, SSIM of 0.89 and EPI of 0.67. This method is compared with DTCWT-IBTV, IIR and NL methods.
Here, the DTCWT method produces the output filtered images with PSNR of 34.36, SSIM of 0.89 and EPI
of 0.65. The IIR produced de-speckled images with the PSNR of 33.83, SSIM of 0.84 and EPI of 0.62. At
last, the NL produces the denoised images with the PSNR of 32.85, SSIM of 0.72 and EPI of 0.59.
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Figure 8: Graphical representation of values of performance metrics for various US images. (a) PSNR (b)
SSIM and (c) EPI
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Table 2: Comparison of performance metrics for various de-speckling methods for benign US image

Filter Type PSNR SSIM EP1
BF-MNN 34.89 0.89 0.67
DTCWT [20] 34.36 0.89 0.65
IIR 33.83 0.84 0.62
NL 32.85 0.72 0.59

The above comparison of performance metrics of various exiting methods is graphically represented in Fig. 9.
The proposed method BF-MNN method shows improvements in terms of PSNR, SSIM and EPI over other various
de-speckling methods. Therefore, the BFE-MNN method is well suitable for de-speckling the various US images.

(a)

(b)

Figure 9: Comparison of performance metrics of various exiting methods. (a) PSNR (b) SSIM (c) EPI
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Fig. 9 shows the performance metrics comparison of proposed BF-MNN technique with the existing
speckle noise depression techniques such as DTCWT, IIR and NL. The proposed method BF-MNN
shows improvements in terms of PSNR, SSIM and EPI over other various de-speckling methods.
Therefore, the BF-MNN method is well suitable for de-speckling the various US images.

6 Conclusion

This paper has concentrated on ultrasound images more explicitly, on the concealment techniques for the
multiplicative noise. This work has contrasted with various denoising techniques used to suppress the SN in
medicinal images acquired through ultrasound images. BF-MNN filtering method has been utilized to
suppress the SN in US images. The simulation outcomes demonstrate that the BF-MNN filtering method
performs better for the multiplicative noise concealment in US images. The proposed method BF-MNN
method shows improvements in terms of PSNR, SSIM and EPI over other various de-speckling methods
such as DTCWT-IBTYV, IIR and NL methods. The better quality of denoised images is observed by using
BF-MNN over other methods such that DTCWT-IBTV, IIR and NL. The proposed method BF-MNN
produced a better quality of de-speckled images with the PSNR of 34.89, SSIM of 0.89 and EPI of
0.67 values for US images.
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