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Abstract: The use of intelligent machines to work and react like humans is vital in
emerging smart cities. Computer-aided analysis of complex and huge MRI (Mag-
netic Resonance Imaging) scans is very important in healthcare applications.
Among AI (Artificial Intelligence) driven healthcare applications, tumor detection
is one of the contemporary research fields that have become attractive to research-
ers. There are several modalities of imaging performed on the brain for the pur-
pose of tumor detection. This paper offers a deep learning approach for detecting
brain tumors from MR (Magnetic Resonance) images based on changes in the
division of the training and testing data and the structure of the CNN (Convolu-
tional Neural Network) layers. The proposed approach is carried out on a brain
tumor dataset from the National Centre of Image-Guided Therapy, including
about 4700 MRI images of ten brain tumor cases with both normal and abnormal
states. The dataset is divided into test, and train subsets with a ratio of the training
set to the validation set of 70:30. The main contribution of this paper is introdu-
cing an optimum deep learning structure of CNN layers. The simulation results
are obtained for 50 epochs in the training phase. The simulation results reveal that
the optimum CNN architecture consists of four layers.

Keywords: Healthcare; smart cities; clinical automation; CNN; machine learning;
brain tumor; medical diagnosis

1 Introduction

Deep learning has been developed as a new tool for classifying images. It resembles in its operation the
human visual system in acquiring a decision from batches in the images through convolution operations.
Image classification into normal and abnormal images has captured the researchers interest as it is the
first step towards automated diagnosis of diseases. The classification process can be performed through
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different disease representation methods such as medical images. The MRI is a type of medical imaging
techniques, which relies on a powerful magnetic field. The image classification process can be performed
using several techniques [1–4]. Deep learning is an efficient technique among these techniques [5]. The
utilization of deep learning in medical image classification is an advanced step in the track of automated
diagnosis [6–10].

In this paper, deep learning is used for sorting and diagnosis of brain tumors. The brain tumor is a
collection or mass of abnormal cells in the brain. The invention of MRI played an important role in
extracting, analyzing, and categorizing brain tumors [11]. The MRI imaging is widely used for brain
tumor classification [12]. The obtained MR images have high quality for future processing. There are
different types of MR images including T1, T2 and PD proton density weighted images [13]. The new
trends of deep learning are appropriate for the classification of MR images [14].

Different approaches have been implemented for brain tumor detection. Segmentation of brain images
along the X, Y, and Z-axis is performed using both MvNet and SPNet techniques [15]. These techniques were
evaluated on BraTS 17 from the QTIM @MGH (Quantitative Translational Imaging in Medicine Lab at the
Martinos Center) [16], and they achieved an accuracy of 55% for survival prediction. Another technique was
proposed in [17]. This technique is based on the transformation of 3D segmentation into atri-planar 2D CNN
operation. This architecture achieved an accuracy of 88%. The authors in [18] proposed an automated
segmentation algorithm for brain tumors based on DCNNs (Deep Convolutional Neural Networks). This
algorithm has been carried out on BRATS 2013 dataset organized in conjunction with the MICCAI
2012 and 2013 conferences [19]. It achieved a sensitivity of 0.83. An automatic segmentation technique
based on CNN and intensity normalization, as a pre-processing step, was proposed in [20]. This
technique was compared with BraTS 2015 using the DSC (Dice Similarity Coefficient) evaluation metric.
It achieved DSC values of 0.75, 0.65, and 0.78 for the enhanced, core, and complete regions.

Nie et al. [21] proposed an approach based on multi-channel data and an SVM (Support Vector
Machine), as a supervised learning technique. This approach achieved an accuracy of 89.9%. Xiao et al.
[22] proposed an approach based on deep learning and 3D images. It consists of three stages, pre-
processing, a deep learning model, and post-processing. They achieved an accuracy of 98.44%. Chato
et al. [23] proposed an approach to predict the number of survivors from glioma brain tumors,
automatically. This approach is based on the classification of MRI images using ML (Machine Learning)
algorithms, logistic regression, quadratic, and discriminant analysis. The feature extraction process is
performed using CNNs. It has been carried out on BRATS2017 (163 samples). It achieved an accuracy of
68.8%. Shreyas et al. [24] proposed a simple FCN (Fully-Convolutional Network) for brain tumor
segmentation. This approach has been carried out on the dataset provided for the BraTS challenge from
the MICCAI (Medical Image Computing and Computer-Assisted Intervention) society. It achieved a
sensitivity of 0.92. Balasooriya et al. [25] adopted a technique to recognize the tumor type based on a
sophisticated CNN. The performance of this technique is based on the average F1-score evaluation metric
with a value of 99.46%. In addition, an accuracy of 99.68% has been achieved. The work in [26] is based
on CNN activations trained by an image net to extract features (13.3% active, and 4096 neurons). The
system achieved an accuracy of 97.5% for classification and 84% for segmentation. The work in [27] is
based on both 3D and 2D CNN to classify the CT (Computerized Tomography) brain images into
3 categories: AD (Alzheimer’s Disease), lesion (e.g., tumor) and normal. The accuracy levels are 95%,
76.7%, and 88.8% for normal, lesion and AD classes, respectively, and this led to an average accuracy of
86.8%.

The main contributions of the proposed work are as follows:

1. Presenting a deep learning approach for brain tumor detection from MR images.

2. Introducing the optimum deep learning structure of CNN layers.
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3. Presenting extensive simulation tests on different images and different parameters of the CNNmodel.

This paper consists of five sections. Section 2 presents the process of MR image classification based on
deep learning, while Section 3 introduces the suggested approach. Section 4 illustrates the dataset description
and visualization. Section 5 shows the results of the proposed approach. Finally, the concluding remarks are
introduced in Section 6.

2 Deep Learning Classification

The basic idea of deep learning is to use different convolution kernels to extract features from images.
These kernels are 2D in nature and have different weights and orientations [28–31]. Features are captured,
when the applied convolution kernel is matched to the scanned area [32]. Convolution kernels are arranged
within different convolutional layers. Activation functions are used to get decisions at the outputs of the
convolutional layers. Pooling layers are used as decision tools for the obtained feature maps from the
convolutional layers. In addition, batch normalization is used as a tool for regularization to avoid
overfitting [33–35]. The Fully-Connected (FC) layers are used for the classification task.

A. Convolutional (CNV) Layer

The convolutional layer is used on the brain images collected from patients to extract a sufficient set of
features. The convolutional layer contains filters that perform 2-D convolution operations on the input
images. The resultant characteristics of the convolutional layer vary in consistence with the used filters.
This theory is very admirably suitable to the MR images for tumor detection. Fig. 1 indicates the
convolutional layer operation.

There are three modes for convolution, when applied to images:

a) Valid mode: Filter never goes outside the input image, as shown in Fig. 2. If the input length equals N
and the filter length equals K, then the output length equals N − K + 1.

b) Full mode: Filter is allowed to go outside the input image, far enough, so that there is at least one
overlapping element as shown in Fig. 3. If the input length equals N and the filter length equals K,
then the output length equals N + K − 1.

Figure 1: Convolutional layer operation
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c) Same mode: Padding is set such that the input length equals the output length. If the input length
equals N = 5 and the filter length equals K = 3, then the padding length P = 1, as shown in Fig. 4.

B. Pooling Layer (PL)

Pooling strategy is a tool used to reduce the number of features. Different types of pooling can be used
such as max and mean pooling. An example of max pooling is shown in Fig. 5

C. Rectified Linear Unit (ReLU)

It is used for effective and fast training through converting negative values to zero and maintaining
positive values. The output of the ReLU layer is fed to a linear activation function, and the output of the
neuron is as shown in Eq. (1).

f xð Þ ¼ max 0; xð Þ (1)

D. FC Layer

The FC layer is used for classification in order to obtain the final decision about states. The outputs are
obtained in the form of probabilities as indicated by Eq. (2).

P y ¼ jjxð Þ ¼ ex
Twj

PK
k¼1 e

xTwk
(2)

E. Optimization

Optimization techniques are used to minimize the cost function. The idea of the optimization is to bring
down the error, while the cost function is very high. So, the weights must be adjusted in such a way and the
cost function must be minimized. In the gradient descent technique, the rate of learning should be known and

Figure 2: Valid mode illustration

Figure 3: Full mode illustration

Figure 4: Same mode illustration

Figure 5: Maximum pooling process
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be optimum, because if there is a high learning rate, the cost would not be minimized. At some point, it will
cross over to the side on the other hand. On the other hand, if we have a very low learning rate, then it might
take a long time for convergence. Hence, we need to come up with the optimum learning rate, and once that is
done, the error function is minimized. The formulas for the cost function and loss are given as follows:

C ¼ 1=2 Ŷ� Y
� �2

(3)

L wð Þ ¼ 1

l
jjXw � Yjj2 (4)

rL wð Þ ¼ 2

l
XT Xw � Yð Þ (5)

3 The Proposed AI-Assisted Healthcare Approach

The proposed approach steps are illustrated in Fig. 6. It comprises five convolutional layers combined
with five pooling layers giving maximum values, and finally a pooling layer giving average values. As shown
in Fig. 6, the input image size is 224 × 224. These input images are passed through different convolutional
layers, and finally passed through a dense layer to make a decision. A dense layer with a size of 2 is exploited
for final classification, as demonstrated in Fig. 6.

4 Description of Dataset

The suggested approach is performed on the National Centre of Image-Guided Therapy dataset [36].
This dataset includes about 4700 MR images of ten brain tumor cases in both normal and abnormal
states. These cases have different tumor positions, as shown in Tab. 1. Fig. 7 shows samples of images
included in this dataset. Fig. 8 shows data visualization of training and testing. In this paper, 70% of the
data is used for training and 30% for testing during the CNN-based classification.

The accuracy of the CNN model is given as:

Accuracy ¼ No: of predicted tumor images

Total No: of images
� 100 (6)

5 Results and Comparisons

The suggested approach is divided into two parts: training and validation. The model consists of
6 convolutional layers followed by 6 max-pooling layers, a dense layer, a global average pooling layer,
and the last decision SoftMax layer. Simulation findings are obtained using Python-based Pillow,
TensorFlow, and Keras libraries [37–40]. In the simulation results, we compared different training and
validation ratios of 60:40 and 70:30 at different epochs of 15, 25, and 50. Tab. 2 shows comparison
results for the training/validation ratios of 70:30 and 60:40. It is noticed from the comparison results that

Figure 6: Structure of the proposed deep learning layers
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the case of 70:30 is better than the case of 60:40 from the obtained accuracy, TPR (True Positive Rate), TNR
(True Negative Rate), and testing time perspectives. So, the case of 70:30 training/testing ratio is considered
for the rest of the experimental results.

Tab. 3 shows the results of 6 convolutional layers with 25 epochs. Tab. 4 shows the results of
6 convolutional layers with 15 epochs. Tabs. 5 and 6 show the results and curves of 4 convolutional
layers with 50 epochs. Tab. 7 shows the results and curves of 4 convolutional layers with 25 epochs.
Tab. 8 shows the results and curves of 4 convolutional layers with 15 epochs. Tab. 9 presents a summary
of comparison results for 6 and 4 convolutional layers with different numbers of epochs. Tab. 10 presents
a comparison between the proposed approach and other traditional ones. It is observed from the obtained

Table 1: Dataset description

Case # Gender Tumor location

1 M L perisylvian

2 M Fronto temporal

3 F R occipital

4 M R frontal

5 F L posterior temporal

6 M L frontal

7 F L frontal

8 M R frontal

9 F R occipital

10 F R frontal

Figure 7: Samples of the dataset

Figure 8: Dataset visualization
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outcomes that the proposed approach is superior compared to other traditional ones. Also, it is demonstrated
that the case of 4 convolutional layers with 50 epochs gives the best results.

Table 2: Comparison of the results for the training/validation ratios of 70:30 and 60:40

Case 70:30 60:40

Accuracy (%) TNR TPR Testing time (s) Accuracy (%) TNR TPR Testing time (s)

1 98.529 0.971 1 2.087 99.31 1 0.99 2.09

2 100 1 1 1.954 98.34 0.973 1 2.44

3 100 1 1 1.067 100 1 1 2.12

4 76.147 0.701 1 2.583 100 1 1 2.25

5 100 1 1 1.893 100 1 1 2.28

6 71.794 0.666 0.761 1.857 79.52 0.694 0.94 1.99

7 100 1 1 1.906 97.19 0.9438 1 18.09

8 99.248 1 0.9714 3.173 99.65 1 0.98 3.59

9 100 1 1 2.964 99.45 0.989 1 2.4

10 95.24 1 0.894 1.157 100 1 1 2.89

Global 99.12 0.994 0.985 22.347 94.03 0.919 0.97 14.2

Table 3: Results of 6 convolutional layers with 25 epochs

Case Accuracy (%) TNR TPR Testing time (s)

1 100 1 1 0.959

2 100 1 1 0.919

3 100 1 1 0.906

4 90.826 0.859 1 1.187

5 100 1 1 0.804

6 82.051 0.727 0.941 0.779

7 75.90 0.66 1 1.204

8 40.601 1 0.3008 1.42

9 100 1 1 1.213

10 100 1 1 0.906

Global 97.3887 0.990 0.946 18.975
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Table 4: Results of 6 convolutional layers with 15 epochs

Case Accuracy (%) TNR TPR Testing time (s)

1 98.529 0.971 1 4.998

2 100 1 1 1.922

3 40.476 nan 0.405 1.860

4 100 1 1 1.890

5 100 1 1 1.741

6 79.487 0.8 0.791 1.773

7 51.807 0.494 1 1.874

8 99.248 1 0.971 1.609

9 59.574 0.568 1 1.084

10 100 1 1 0.944

Global 98.457 0.988 0.978 17.823

Table 5: Results of 4 convolutional layers with 50 epochs

Case Accuracy (%) TNR TPR Testing time (s)

1 100 1 1 2.191

2 82.143 0.889 0.743 1.900

3 100 1 1 1.093

4 100 1 1 2.335

5 100 1 1 1.541

6 74.359 0.684 0.8 1.171

7 100 1 1 1.438

8 99.248 1 0.971 4.314

9 56.383 1 0.517 1.897

10 98.809 0.980 1 1.549

Global 99.941 1 0.998 46.597
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Table 6: Curves of 4 convolutional layers with 50 epochs

Patient Accuracy Loss ROC

1

2

3

4

5

6

(Continued)
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Table 6 (continued)

Patient Accuracy Loss ROC

7

8

9

10

Table 7: Results of 4 convolutional layers with 25 epochs

Case Accuracy (%) TNR TPR Testing time (s)

1 66.176 0.596 1 2.242

2 94.047 0.909 1 1.140

3 100 1 1 1.078

4 100 1 1 1.359

5 100 1 1 1.064

6 52.564 0.479 1 1.060

7 61.446 0.549 1 1.319

8 99.248 1 0.971 1.804

9 100 1 1 1.330

10 100 1 1 1.193

Global 89.673 0.862 0.997 29.882
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Table 8: Results of 4 convolutional layers with 15 epochs

Case Accuracy (%) TNR TPR Testing time (s)

1 86.765 1 0.790 1.687

2 100 1 1 1.529

3 100 1 1 1.343

4 100 1 1 1.870

5 100 1 1 1.227

6 82.051 0.857 0.8 1.559

7 54.217 0.506 1 1.343

8 99.248 1 0.9714 1.890

9 100 1 1 1.709

10 88.095 1 0.772 2.068

Global 94.481 1 0.866 48.240

Table 9: Summary of comparison results for 6 and 4 convolutional layers with different numbers of epochs

Case 6 Convolutional layers 4 Convolutional layers

50 Epoch 25 Epoch 15 Epoch 50 Epoch 25 Epoch 15 Epoch

Accuracy
(%)

Testing
time

Accuracy
(%)

Testing
time

Accuracy
(%)

Testing
time

Accuracy
(%)

Testing
time

Accuracy
(%)

Testing
time

Accuracy
(%)

Testing
time

1 98.529 2.087 100 0.959 98.529 4.998 100 2.191 66.176 2.242 86.765 1.687

2 100 1.954 100 0.919 100 1.922 82.143 1.900 94.047 1.140 100 1.529

3 100 1.067 100 0.906 40.476 1.860 100 1.093 100 1.078 100 1.343

4 76.147 2.583 90.826 1.187 100 1.890 100 2.335 100 1.359 100 1.870

5 100 1.893 100 0.804 100 1.741 100 1.541 100 1.064 100 1.227

6 71.794 1.857 82.051 0.779 79.487 1.773 74.359 1.171 52.564 1.060 82.051 1.559

7 100 1.906 75.90 1.204 51.807 1.874 100 1.438 61.446 1.319 54.217 1.343

8 99.248 3.173 40.601 1.42 99.248 1.609 99.248 4.314 99.248 1.804 99.248 1.890

9 100 2.964 100 1.213 59.574 1.084 56.383 1.897 100 1.330 100 1.709

10 95.24 1.157 100 0.906 100 0.944 98.809 1.549 100 1.193 88.095 2.068

Global 99.12 22.347 97.3887 18.975 98.457 17.823 99.941 46.597 89.673 29.882 94.481 48.240

Table 10: A comparison between the proposed approach and other ones

Approach Accuracy (%)

[14] 92.3

[15] 55

[21] 89.9

The proposed approach of 4 convolutions
with 50 epochs

99.94
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6 Conclusions and Future Work

This paper presented a brain tumor detection approach based on deep CNN. The proposed approach has
been tested on a set of 10 cases in both patient-specific and global scenarios. It achieved an accuracy of
99.9% for four convolutional layers and 50 epochs. On the other hand, it achieved an accuracy of 98.5%
in the global detection scenario. The simulation results revealed that the proposed approach is efficient for
brain tumor detection as it achieves an acceptable accuracy in both patient-specific and global detection.
In the future, we plan to use advanced deep learning techniques, especially convolutional neural networks
in image fusion, to get images with high resolution and accuracy.
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