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Abstract: Blur is produced in a digital image due to low pass filtering, moving
objects or defocus of the camera lens during capture. Image viewers are annoyed
by blur artefact and the image's perceived quality suffers as a result. The high-
quality input is relevant to communication service providers and imaging product
makers because it may help them improve their processes. Human-based blur
assessment is time-consuming, expensive and must adhere to subjective evalua-
tion standards. This paper presents a revolutionary no-reference blur assessment
algorithm based on re-blurring blurred images using a special mask developed
with a Markov basis and Laplace filter. The final blur score of blurred images
has been calculated from the local variation in horizontal and vertical pixel inten-
sity of blurred and re-blurred images. The objective scores are generated by
applying proposed algorithm on the two image databases i.e., Laboratory for
image and video engineering (LIVE) database and Tampere image database
(TID 2013). Finally, on the basis of objective and subjective scores performance
analysis is done in terms of Pearson linear correlation coefficient (PLCC), Spear-
man rank-order correlation coefficient (SROCC), Mean absolute error (MAE),
Root mean square error (RMSE) and Outliers ratio (OR). The existing no-refer-
ence blur assessment algorithms have been used various methods for the evalua-
tion of blur from no-reference image such as Just noticeable blur (JNB),
Cumulative Probability Distribution of Blur Detection (CPBD) and Edge Model
based Blur Metric (EMBM). The results illustrate that the proposed method was
successful in predicting high blur scores with high accuracy as compared to exist-
ing no-reference blur assessment algorithms such as JNB, CPBD and EMBM
algorithms.

Keywords: Blur score; blur variance; objective scores; re-blurred image; subjective
scores

1 Introduction

The computational models accept the challenging task of image quality assessment. For digital image
processing systems, it is also a necessary task to measure the blur, noise and other degradations in an
image and assess its quality [1,2]. For quality assessment of images, an image quality assessment
approach is used. In this approach, two types of assessment methods are used: subjective and objective
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evaluation methods. The subjective image quality assessment approach necessitates the use of human
observers to judge the quality of image. For real world applications, this method is very slow, expensive
and also dependent on the viewing conditions. The perceptual image quality can be automatically
predicted by computational models in objective image quality evaluation methods. This procedure is
quicker than subjective evaluation and requires fewer human observers [3]. Objective image quality
assessment methods can evaluate the appropriate parameters from the digital image. Full-reference image
quality assessment (FR-IQA), Reduced-reference image quality assessment (RR-IQA) and No-reference
image quality assessment (NR-IQA) are the three types of objective image quality assessment
methodologies that are classified depending on the availability of reference images. In order to calculate
the quality scores, FR-IQA needs the reference/original. RR-IQA uses a set of extracted features from a
reference image as partial information to evaluate the quality of an image. In the case of NR-IQA, just
distorted images are required for image quality evaluation and the reference image is not required. As a
result, NR-IQA is extremely beneficial in practical applications when reference images are unavailable.

The metrics based on the edge analysis, which firstly examine the total number of blurred edges in an
image and then gradient threshold was applied to remove the faint edges. Sobel edge detector was used for
the edge detection [4–7] and local blur values were averaged to find the global blur [4]. Following this
method of edge detection, no-reference blur detection was implemented by using Point spread function
(PSF) [8], standard deviation-based metric [9] and statistical analysis [10]. The sharpness of the no-
reference image was also measured using a quick method based on the highest local variance with respect
to its eight neighbors [11]. The gradient magnitude statics followed by the Extreme learning machine
(ELM) was also modelled to find no-reference blur score [12]. The Gradient profile sharpness histogram
(GRAPH) [13], probability summation model [5] and CPBD [6] method were among the metrics that
used the unique notion of JNB based on contrast threshold values for edge detection. Various edge
detection methods like global edge detection method [14], wavelet transform method [15], psychometric
function was followed by JNB concept to construct the edge map and then Discrete cosine transform
(DCT) histogram of blurred image was used to find the final blur metric [16]. The drawbacks of JNB and
CPBD methods were overcome by EMBM method based on parametric edge model [17].

The wavelet transform was also used to obtain the detail of horizontal/vertical directions of the image
and then the Average cone ratio (ACR) method was used for the calculation of blurriness metric [18]. The
Fourier transform is followed by Support vector machine (SVM) model [19] andWavelet transform followed
by magnitude/gradient methods [20] to calculate the blur score. The novel statistical feature extraction on the
basis of Zero crossing rate (ZCR) followed by Non-linear regression tool (NLREG) model [21]. For spatially
varying blur, the Contrast based blur invariant features (CBIF) based method, multi-resolution concept [22]
and Double-density dual tree two-dimensional Wavelet transformations (D3TDWT) based on the wavelet
transform also implemented for edge analysis [15]. There are some metrics which were also used block-
based blur detection instead of the edge detection [23]. The sharpness metrics are calculated based on
Local phase coherence (LPC) [24] and separable discrete wavelet transform and log energies [25].
Various other models based on the image decomposition based on the singular value decomposition [26],
Haar wavelet transform based Multi-resolution value (MSV) decomposition [27] and contourlet
transformation/image gradients followed by Laplacian pyramid [28] was also designed to calculate the
no-reference blur metric. Some metrics are based on the re-blurring concept using strong low pass filter
[29], radial analysis in frequency domain method [30] and training free metric [31] followed by shape
difference of histogram bins [32] were implemented to calculate no-reference metrics. To find the local
motion blur in the selected area, a block based discrete cosine transform method also known as local
DCT method followed by the deblurring process was implemented [33]. For naturally and artificially
blurred images, the power spectrum of Fourier transform was used to detect the partial blur from
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histograms and then quality of the image was assessed. To distinguish between noisy and blurred images,
Fourier spectrum based Cumulative distribution function (CDF) was used [34].

The Screen image quality evaluator (SIQE) approach was used to estimate the visual quality of screen
content images using a training-based Support vector regression (SVR) model [35]. To quantify the blur
scores, the training-based SVR model was employed with the Local gradient patterns (LGP) technique,
Entropy-based no-reference image quality assessment (ENIQA) method and multi-scale local features
approach [36–38]. A neural network-based SVR was also utilized to predict image quality through a
separate no-reference image quality evaluation approaches [39,40]. Because Deep convolutional neural
networks (DCNN) are trained on a huge number of data sets, they are unable to forecast the quality of
pictures with various forms of distortions. A deep meta-learning-based no-reference IQA measure was
developed to solve this challenge [41].

We proposed an improved no-reference blur detection algorithm for distorted images, based on the re-
blurring concept. According to the first step of the proposed method, a special mask is developed by using the
concept of Markov Basis and the Laplace filter. In the second step, the distorted image is re-blurred by using
the special mask. For each test and re-blurred image, the local variation in horizontal and vertical pixel
intensity is computed. The difference between test and re-blurred images in terms of vertical and
horizontal variance is assessed. The maximum value from the horizontal and vertical blur score has been
considered as the final blur score.

The rest of the paper is split into four sections. The second section provides an overview of existing
approaches. The third section elaborates the Markov basis and proposed no-reference blur assessment
method. Fourth section discusses the performance parameters and how they are being used to evaluate the
proposed algorithm. The whole work is concluded in fifth section.

2 Introduction to Markov Basis and Proposed Algorithm

A review on the concepts of Markov Basis, basic moves and contingency tables is presented in this
section, which will use in the development of proposed algorithm.

2.1 Markov Basis

Consider, a finite set I and it consists of n number of elements that is n = |I|. Each element that belongs to
a finite set I is termed as a cell and same abbreviated as i∈ I. The cell i is ofttimes multi-index that is i = i1, i2,
i3………im. The frequency of the cell xi is always denoted by the non-negative integer xi∈N where N = {1,
2, 3, 4……..}. A contingency table is the set of all cell frequencies x = {xi}i∈I. A contingency table x =
{xi}i∈I∈Nn and it is formed by non-negative integers of n-dimensional column vector. The sample size is
denoted as jxj ¼ P

i2I xi and it is defined by L1-norm of x∈Nn. If Z is a set of integer numbers, then ap
becomes a fixed column vector consisting of integer numbers that is ap∈ Zn where p = 1, 2, 3…..m. A m-
dimensional column vector t = (t1, t2….., tm)

′∈ Zm as tp ¼ a0px; p ¼ 1; 2; . . . . . . ; m. Where ′ indicates

the transpose of the matrix and vector. The matrix A defined by m × n matrix dimensions, with its p-row

being a0p given by A ¼
a01
..
.

a0m

2
64

3
75 and if t = Ax is a column vector of m-dimensions. The set T is expressed as

T = {t:t = Ax, x∈Nn} = ANn⊂ Zm [42].

For the self-supporting model of two-way contingency tables, similar tests are performed by the set of x′

s for specified t, A−1[t] = {x∈Nn:Ax = t}(t-fibers), where t is the row and column sums of x. The set of x′ s is
represented by A−1[t], which has the same number of row and column sums to t. The decomposition Nn is
given by the set of t-fibers. The set of t-fibers are Kernel dependent and Kernel is denoted as Ker(A). The
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set of t-fibers are same, if different A′s having the same Ker(A).The equivalence relation is defined by x1∼
x2⇔ x1 − x2∈Ker(A). The Nn is subdivided into disconnected equivalence classes. The set of these
equivalence classes produces the set of t-fibers [42].

A move is defined by n-dimensional column vector of integers m = {mi}i∈I∈ Zn, if column vector is in
Ker(A). There are two parts of a move m, one is the positive part mþ ¼ fmþ

i gi2I and the second is the
negative part m� ¼ fm�

i gi2I . Both parts are interpreted by mþ
i ¼ maxðmi; 0Þ and m�

i ¼ maxð�mi; 0Þ
respectively. The move m is the difference between its positive and negative part i.e., m =m+ −m−, also
m, m+ and m−∈Nn . Furthermore, m+ and m− are in same t-fiber, m+, m−∈ A−1[t] for t = Am+ = Am−. The
sample size of m+ or m− defines the degree of m as degðmÞ ¼ jmþj ¼ jm�j. For the given A, the set of
moves denoted by M ¼ MA ¼ Zn \ KerðAÞ [43].

For all t, A−1(t) composes one B equivalence class, a set of finite moves B is named as Markov Basis.
Moreover x1, x2∈ A−1[t] ,B⊂MA and x2 is accessible from the x1 by B if the sequence of moves m1, m2……,

ms∈ B. If ɛs∈ [ − 1, 1], s = 1, 2,….., S, such that x2 ¼ x1 þ
PS
s¼1

esms, here x1 þ
PS
s¼1

esms 2 A�1½t� for 1 ≤ s ≤ S.

The Markov basis to generate n� n

3
-contingency tables by using its elements have been found in For n ≥ 6(n

be the multiple of 3), let xj∈ A−1[t] where j = 1, 2, 3, …….k are the representative elements for

n� n

3
-contingency tables [43]. B becomes a set of moves that is {m1, m2, m3…….mk} and zp is a matrix

of dimension n� n
3, where p = 1, 2, 3, ….., k. The zp has three rows and n

3 columns that is this matrix

either has two columns ð1; �1; 0Þ0; ð�1; 1; 0Þ0; ðð1; 0; �1Þ0; ð�1; 0; 1Þ0or ð0; 1; �1Þ0; ð0; �1; 1Þ0Þ
and + zp represents the remaining zero columns. The two columns also be ( − 1, 0, 1) ′, (1, 0, − 1)′,
((− 1, 0, 1)′, (1, 0, − 1)′ or (0, 1, − 1)′, (0, 1, − 1)′) and − zp represents the remaining zero columns. In
matrix form, the + zp or − zp can be represented as given below:

1 �1 0
�1 1 0
0 0 0

2
4

3
5; �1 1 0

0 0 0
1 �1 0

2
4

3
5; 0 0 0

1 �1 0
�1 1 0

2
4

3
5; �1 1 0

1 �1 0
0 0 0

2
4

3
5; �1 1 0

0 0 0
1 �1 0

2
4

3
5 and

0 0 0
�1 1 0
1 �1 0

2
4

3
5

A one-dimensional column vector represents all the elements of B, where B is known as Markov basis
and its elements are known as moves. Each element of one-dimensional column vector can be written
as follows:

zp = (z1, z2, ….., zn)
′, m = 1, 2, 3, ….., k and zs = 1 or − 1 or 0 such that if s ¼ 1; 2; 3; . . . . . . :

n

3

zs ¼

1 if zsþn
3
þ zsþ2n

3
¼ �1 and

Pn
3
i¼1
i 6¼s

zi ¼ �1

�1 if zsþn
3
þ zsþ2n

3
¼ 1 and

Pn
3
i¼1
i 6¼s

zi ¼ 1

0 if zsþn
3
þ zsþ2n

3
¼ 0 and

Pn
3
i¼1
i 6¼s

zi ¼ 0

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

(1)

if s ¼ n
3 þ 1; n

3 þ 2; n
3 þ 3; . . . . . . : 2n3

zs ¼

1 if zs�n
3
þ zsþ2n

3
¼ �1 and

Pn
3
i¼n

3þ1
i 6¼s

zi ¼ �1

�1 if zs�n
3
þ zsþ2n

3
¼ 1 and

Pn
3
i¼n

3þ1
i 6¼s

zi ¼ 1

0 if zs�n
3
þ zsþ2n

3
¼ 0 and

Pn
3
i¼n

3þ1
i 6¼s

zi ¼ 0

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

(2)
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if s ¼ 2n
3 þ 1; 2n

3 þ 2; 2n
3 þ 3; . . . . . . : n3

zs ¼

1 if zs�2n
3
þ zs�n

3
¼ �1 and

Pn
3

i¼2n
3þ1

i 6¼s

zi ¼ �1

�1 if zs�2n
3
þ zs�n

3
¼ 1 and

Pn
3

i¼2n
3þ1

i 6¼s

zi ¼ 1

0 if zs�2n
3
þ zs�n

3
¼ 0 and

Pn
3

i¼2n
3þ1

i 6¼s

zi ¼ 0

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

(3)

As explained earlier, the contingency table x = {xi}i∈I∈Nn is formed by the column vector A of
n-dimensions which consists of non-negative integers. The Markov basis B of A can be found by using
Eqs. (1)-(3).

z1 ¼
1 �1 0

�1 1 0

0 0 0

2
64

3
75; z2 ¼

0 0 0

1 �1 0

�1 1 0

2
64

3
75; z3 ¼

1 0 �1

�1 0 1

0 0 0

2
64

3
75; z4 ¼

0 0 0

1 0 �1

�1 0 1

2
64

3
75;

z5 ¼
0 1 �1

0 �1 1

0 0 0

2
64

3
75; z6 ¼

0 1 �1

0 0 0

0 �1 1

2
64

3
75; z7 ¼

0 0 0

0 1 �1

0 �1 1

2
64

3
75; z8 ¼

1 �1 0

0 0 0

�1 1 0

2
64

3
75;

z9 ¼
1 0 �1

0 0 0

�1 0 1

2
64

3
75; z10 ¼

�1 1 0

1 �1 0

0 0 0

2
64

3
75; z11 ¼

0 0 0

�1 1 0

1 �1 0

2
64

3
75; z12 ¼

�1 0 1

1 0 �1

0 0 0

2
64

3
75;

z13 ¼
0 0 0

�1 0 1

1 0 �1

2
64

3
75; z14 ¼

0 �1 1

0 1 �1

0 0 0

2
64

3
75; z15 ¼

0 �1 1

0 0 0

0 1 �1

2
64

3
75; z16 ¼

0 0 0

0 �1 1

0 1 �1

2
64

3
75;

z17 ¼
�1 1 0

0 0 0

1 �1 0

2
64

3
75; z18 ¼

�1 0 1

0 0 0

1 0 �1

2
64

3
75:

If the matrix A defined by m × n matrix dimensions and it is indexed by n-dimensional column matrix,
then its Markov basis was represented by p dimensional column matrix. The authors [43] have been proved

that if n = 9 for the Markov basis B, the number of elements in Markov basis B can be calculated using n2�3n
3

that is there are total number of elements are 92�9�3
3 ¼ 18, these can be written as above from Z1to Z18 . The

above elements of Markov basis are used to design the special mask which have been used to re-blur the
distorted image.

3 Proposed No-Reference Blur Detection Algorithm

The MATLAB software has been used for the development of a proposed no-reference blur detection
algorithm. A two-step process is followed by the proposed algorithm to detect blur in distorted images.
The first step is to create a special mask based on a Markov basis and a Laplace filter. In the next step,
the distorted image is re-blurred by using special mask and the final blur scores are calculated from the
local variation of pixel intensities. The explanation of proposed method is given below:

IASC, 2023, vol.35, no.1 285



3.1 Mask Generation by Using Markov Basis and Laplace Filter

3.1.1 Filter Generation
Step 1: The elements of Markov basis B that is z1; z4; z5; z7 and z10 are used to design the special

mask. In first step, these elements are added to generate initial mask X 0
1ðx; yÞ as:

X 0
1ðx; yÞ ¼

0 1 �1
1 0 �1
�1 �1 2

2
4

3
5 (4)

Step II: The mask of X 0
1ðx; yÞ and the Laplace filter are added to generate X 00

1 ðx; yÞ. The mask of
Laplace filter is denoted by L(x, y) and given as:

Lðx; yÞ ¼
�3 �3 �3
�3 20 �3
�3 �3 �3

2
4

3
5 (5)

The mask X 00
1 ðx; yÞ is obtained by addition of Eqs. (4) and (5):

X 00
1 ðx; yÞ ¼ Lðx; yÞ þ X 0

1ðx; yÞ

X 00
1 ðx; yÞ ¼

�3 �2 �4
�2 24 �4
�4 �4 �1

2
4

3
5 (6)

Step III: In this step, the one center value is subtracted from mask X 00
1 ðx; yÞ for the generation of filter

X 0
2ðx; yÞ as given below:

X 0
2ðx; yÞ ¼

�3 �2 �4
�2 24 �4
�4 �4 �1

2
4

3
5�

0 0 0
0 1 0
0 0 0

2
4

3
5 (7)

X 0
2ðx; yÞ ¼

�3 �2 �4
�2 23 �4
�4 �4 �1

2
4

3
5 (8)

Step IV: To obtain the final special mask X(x, y) for proposed work, the maskM(x, y) is subtracted from
the mask obtained in step III that is X 0

2ðx; yÞ:
X ðx; yÞ ¼ X 0

2ðx; yÞ �Mðx; yÞ (9)

X ðx; yÞ ¼
1 �10 �3
�3 23 �6
�1 1 �2

2
4

3
5 (10)

3.1.2 The Algorithm
The flow chart as shown in Fig. 1 describes the various designed steps of the proposed algorithm. The

detail of designed steps is explained below:
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Step 1: The colored blurred test image of dimensionsM ×N × 3 is converted into gray scale image f(x, y)
of dimensions M ×N.

Step 2: The gray scale image is re-blurred with a special mask X(x, y) as given in Eq. (10). Using the
convolution method, the re-blurred version g(x, y) of the blurred test image is obtained.

Step 3: The FVV(x, y) and GVV(x, y) is known as vertical variance in pixel intensities of f(x, y) and g(x, y)
respectively. The vertical variance is calculated by subtracting the two adjacent columns of the image.
Horizontal variance FHV(x, y) and GHV(x, y), on the other hand, are computed by subtracting the pixel
intensities of the two adjacent rows of the f(x, y) and g(x, y) respectively.

Step 4: The difference between the test image's pixel-to-pixel variance and the re-blurred image's pixel-
to-pixel variance is used to determine the vertical VV(x, y) and horizontal VH(x, y) variances given as follows:

VV ðx; yÞ ¼ FVV ðx; yÞ � GVV ðx; yÞ
VHðx; yÞ ¼ FHV ðx; yÞ � GHV ðx; yÞ

Step 5: The sum of all the elements of individual vertical VV(x, y) and horizontal VH(x, y) variance whose
horizontal and vertical blur variance should be greater than zero.

sumvertical variance ¼ sum all elements of VV ðx; yÞ. 0

sumhorizontal variance ¼ sum all elements of VHðx; yÞ. 0

Step 6: The final horizontal and vertical blur score from the test and re-blurred image is calculated by
using following method:

Figure 1: Flow chart of proposed no-reference blur detection algorithm
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blurvertical ¼ sum all elements of FVV ðx; yÞ � sumvertical variance

sum all elements of FVV ðx; yÞ

blurhorizontal ¼ sum all elements of FHV ðx; yÞ � sumhorizontal variance

sum all elements of FHV ðx; yÞ
Step 7: The maximum value between the horizontal and vertical blur score is considered as the final blur

score.

Final blur score ¼ maxðblurvertical; blurhorizontalÞ
The above algorithm is used to determine the blur score. The objective scores are produced by executing

the proposed algorithm on several image datasets. Finally, performance analysis was conducted in terms of
various performance parameters using objective and subjective scores.

4 Image Databases and Performance Parameters

Images from publicly available databases LIVE database [44] and TID2013 database [45] are utilized to
evaluate the proposed method's performance. The Gaussian blurred images of these databases have been
taken to perform the evaluation. The two sample images img66.bmp and img56.bmp are taken from
Gaussian blurred images (colored) of LIVE database as shown in Figs. 2b and 2f. The original images of
sample images, are shown in Figs. 2a and 2e respectively. Gaussian blurred grayscale and re-blurred
images of these images are shown in Figs. 2c–2d and 2g–2h. Similarly, two sample images I05_3.bmp
and I21_2.bmp from TID 2013 database. Their original, Gaussian blurred (colored), Gaussian blurred
(Grayscale) and re-blurred images are shown in Figs. 2i–2p respectively.

The regression analysis provided by the Video Quality Expert Group (VQEG) [46] was applied on
several image databases to evaluate the performance of no-reference blur detection methods [47–49].
Based on this report, some standard performance parameters PLCC,SROCC, MAE, RMSE and OR of no-
reference blur assessment algorithm are calculated. To evaluate the performance of no reference blur
detection method based on objective scores x and the subjective scores y of various databases, the
procedure of VQEG report [46] is followed by many authors [47–49]. Firstly, the Predicted Mean
Opinion Scores (MOSP) are calculated based on a logistic function. This function has four model
parameters β1, β2, β3, β4 to reduce the sum squared error between the Predicted Mean Opinion Scores
(MOSP) and Mean Opinion Scores (MOS) or Differential Mean Opinion Scores (DMOS). The
mathematical expression of this function is given below:

MOSP ¼ b1 � b2

1þ e
x�b3
absðb4Þ

þ b2 (11)

Consider the array x = [x1, x2, x3, x4…….xN] are the subjective scores of the database which are already
given within the database and y = [y1, y2, y3, y4…….yN] are the evaluated objective scores of the database.
The expression for calculation of PLCC is given by the relation:

PLCC ¼
PN

i¼1 ðxi � xÞðyi � yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 ðxi � xÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 ðyi � yÞ2

q (12)

where i = 1, 2, 3, 4……..N are the image numbers of the database images.
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SROCC stands for stochastic rank-based correlation approach and it is used to compare two datasets
statistically. SROCC coefficient is determined from the mapped subjective scores that is MOS and
mapped objective scores that is MOSP. Consider u is the mapping function of the subjective and objective
scores, p are mapped objective scores and the q are mapped subjective scores in terms of mapping
function, then SROCC can be calculated by using formula:

SROCC ¼
PN

i¼1 ðpi � pÞðqi � qÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 ðpi � pÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 ðqi � qÞ2

q (13)

The RMSE is a mathematical grading rule that determines the error's average magnitude. The MAE is a
statistic that quantifies the average magnitude of errors in a group of predictions without taking into account
their orientation. The MAE and the RMSE can be combined to detect variance in prediction errors. The

Original Images Gaussian Blurred images
(Colored) 

Gaussian Blurred images
(Grayscale) 

        Re-blurred images

(a)                                             (b)                                                 (c)                                                    (d) 

                      (e)                                                (f)                                                 (g)                                                    (h)

                      (i)                                                (j)                                                 (k)                                                    (l)

                      (m)                                              (n)                                                (o)                                                    (p)

Figure 2: Original, Blurred images in grayscale and re-blurred Images of Gaussian Blurred Images (colored)
(b) img66.bmp ð634 � 505Þ (f) img56.bmp ð768 � 512Þ from LIVE Database and (j) I05_3.bmp ð512 � 384Þ
(n) I21_2.bmp ð512 � 384Þ from TID 2013 Database respectively
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RMSE will always be greater than or equal to the MAE; the bigger the gap between them, the more variation
in the sample's individual errors. The MAE and the RMSE can both be anywhere between 0 to ∞. Root mean
square error and mean absolute error can also be determined from the subjective and objective scores
according to the mathematical expression given below:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 ðxi � yiÞ2
N

s
(14)

MAE ¼
XN

i¼1
jxi � yij (15)

The performance of the blur metric can also be assessed by the outliers ratio. The ratio of false scores
obtained by the objective metric to the total scores is known as outliers ratio. The false scores are the outside
interval scores dependent on the standard deviation given by [MOS + 2σ, MOS − 2σ], outlier ratio can be
calculated as:

OR ¼ Falsescores

Totalscores
(16)

Many researchers accepted the non-linear regression analysis for the performance analysis, because it
uses the monotonic curve to map the predicted MOS scores with MOS scores, despite the both have
different values. The predicted MOS scores are further used for the objective image quality assessment.

4.1 Performance Analysis Using LIVE (Gaussian Blurred) Image Database

The mathematical model function given in Eq. (11) is used to map objective scores of LIVE database to
MOSP of proposed algorithm. The MOSP is calculated from model parameter values β1, β2, β3, β4 which are
obtained from the best fit of subjectiveMOS score. From theMOSP values, the performance parameters of the
proposed no-reference blur detection algorithm are calculated. The performance analysis of proposed and
existing algorithms for Gaussian blurred images from the LIVE database is presented in Tab. 1. In results,
the parameters PLCC is representing prediction accuracy, SROCC is representing prediction monotonicity,
MAE and RMSE are representing prediction errors. The OR indicates for the total number of incorrect
scores assigned by the objective scores. It is cleared from Tab. 1 that the proposed algorithm outperforms
as compared to existing algorithms. The values of PLCC and SROCC obtained maximum which are
0.9384 and 0.9474 respectively, it indicates the objective scores are more accurate. The obtained values
of RMSE and MAE are 5.0981 and 4.4109 respectively, which shows the minimum error is obtained in
case of proposed algorithm. The minimum value of OR is 0.0402, indicates that incorrect scores obtained
are lesser for proposed algorithm as compared to existing algorithms.

Figs. 3a─3d presents the scatter plots of objective scores of proposed and existing algorithms that is JNB
[5], CPBD [6] and EMBM [17] against the subjective scores of LIVE database images. The nonlinearity in
the mapping of objective scores have been shown by curves of scatter plots. The scatter plot of the proposed
algorithm is in opposite direction as compared to existing algorithms for the LIVE database. The curve in
Figs. 3a shows the monotonically increasing behavior of objective scores against their respective
subjective scores indicates that the proposed algorithm determines the blur from blurred image more
precisely as compared to existing algorithms.
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Figure 3: Scatter Plot of Subjective Scores of LIVE Database vs. Objective Scores of (a) Proposed
algorithm (b) JNBM algorithm [5] (c) CPBD algorithm [6] (d) EMBM algorithm [17]

Table 1: Performance analysis using LIVE (Gaussian Blurred) image database [44]

No-reference blur
detection
algorithm

Technique used No of
images

Performance parameters

PLCC
(%)

SROCC
(%)

MAE RMSE OR

JNB Algorithm [5] Probability summation model
based JNB concept

174 0.8498 0.8345 6.9317 9.0117 0.1322

CPBD Algorithm
[6]

JNB based cumulative
probability of blur detection

174 0.9257 0.9444 4.7098 6.4662 0.0632

EMBM Algorithm
[17]

Edge modelling 174 0.9230 0.9294 5.0592 6.5787 0.0632

Proposed
algorithm

Calculation of blur variation
after re-blurring of blurred
image

174 0.9384 0.9474 4.4109 5.9081 0.0402
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4.2 Performance Analysis Using TID2013 (Gaussian Blurred) Image Database

Similarly, for TID2013 database, theMOSP are calculated according to the mathematical model defined
by Eq. (11). TheMOSP is calculated from model parameter values β1, β2, β3, β4. The performance parameters
of the proposed no-reference blur detection algorithm are evaluated using the values ofMOSP. For Gaussian
blurred images of TID2013 database, performance analysis of proposed and existing algorithms is shown in
Tab. 2. It is cleared from the Tab. 2 that the proposed algorithm gives comparative results to EMBM [17]
algorithm, but it performs better as compared to JNB [5] and CPBD [6] algorithms. The values of PLCC
and SROCC are obtained maximum which are 0.8773 and 0.8664 respectively. The least value obtained
by RMSE is 0.5989. The obtained values of MAE and OR are 4.4862 and 0.6880. The resulting parameter
values indicate that objective scores are more accurate, with a lower rate of false scores and error.

Fig. 4a─4d presents the scatter plots of objective scores of proposed and existing algorithms that is JNB
[5], CPBD [6] and EMBM [17] against the subjective scores of TID 2013 database. The scatter plot curve in
Fig. 4a shows the nonlinearity in the mapping of objective scores. When compared to existing algorithms, the
scatter plot of the proposed algorithm for TID 2013 is also in the opposite direction, but shows the
monotonically increasing behavior of objective scores against their respective subjective scores for
proposed and existing algorithms. When compared to existing methods, the proposed algorithm performs
very well for Gaussian blurred images from the LIVE database, but it is identical to the EMBM method
for the Gaussian blurred images of TID 2013 database.

Table 2: Performance analysis using TID2013 (Gaussian blurred) image database [45]

No-reference blur
detection
algorithm

Technique used No of
images

Performance parameters

PLCC
(%)

SROCC
(%)

MAE RMSE OR

JNB algorithm [5] Probability summation model
based JNB concept

125 0.7113 0.6902 0.6688 0.8771 0.7440

CPBD algorithm
[6]

JNB based cumulative
probability of blur detection

125 0.8522 0.8718 0.5241 0.6469 0.7040

EMBM algorithm
[17]

Edge modelling 125 0.8750 0.8654 0.4810 0.6042 0.6720

Proposed
algorithm

Calculation of blur variation
after re-blurring of blurred
image

125 0.8773 0.8664 0.4862 0.5989 0.6880

292 IASC, 2023, vol.35, no.1



5 Conclusion

Using the re-blurring concept, we were able to deal with the problem of no-reference image blur
assessment. The goal of this re-blurring concept is to get beyond the limitations of earlier no-reference
blur assessment algorithms. Unlike earlier research, the proposed technique does not rely on edge
detection or block processing to calculate blur in a no-reference image. Instead, it relies on the variation
of pixel intensities after re-blurring of image. The computation of the blur score has been done using a
two-step process. The Laplace filter has been used to create a Markov-based special mask in the first step.
In the next step, the blurred image was re-blurred using this special mask and pixel intensity variations
were calculated. The final blur score was calculated using the highest value of blur score from both the
horizontal and vertical blur scores. To demonstrate the usefulness of the proposed algorithm, Gaussian
blurred images from the LIVE and TID 2013 databases were utilized. The results illustrate that the
proposed method was successful in predicting high blur scores with high accuracy as compared to
existing no-reference blur assessment algorithms such as JNB, CPBD and EMBM algorithms. The future
scope of research included that this method can also be improved by using optimization techniques in the

Figure 4: Scatter Plot of Subjective Scores of TID2013 Database vs. Objective Scores of (a) Proposed
algorithm (b) JNBM algorithm [5] (c) CPBD algorithm [6] (d) EMBM algorithm [17]
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selection of special mask. The work can be further extended by using genetic algorithms and machine
learning concepts.
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