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Abstract: In recent years, there has been a significant increase in the number of
people suffering from eye illnesses, which should be treated as soon as possible in
order to avoid blindness. Retinal Fundus images are employed for this purpose, as
well as for analysing eye abnormalities and diagnosing eye illnesses. Exudates
can be recognised as bright lesions in fundus pictures, which can be the first indi-
cator of diabetic retinopathy. With that in mind, the purpose of this work is to cre-
ate an Integrated Model for Exudate and Diabetic Retinopathy Diagnosis (IM-
EDRD) with multi-level classifications. The model uses Support Vector Machine
(SVM)-based classification to separate normal and abnormal fundus images at the
first level. The input pictures for SVM are pre-processed with Green Channel
Extraction and the retrieved features are based on Gray Level Co-occurrence
Matrix (GLCM). Furthermore, the presence of Exudate and Diabetic Retinopathy
(DR) in fundus images is detected using the Adaptive Neuro Fuzzy Inference Sys-
tem (ANFIS) classifier at the second level of classification. Exudate detection,
blood vessel extraction, and Optic Disc (OD) detection are all processed to
achieve suitable results. Furthermore, the second level processing comprises Mor-
phological Component Analysis (MCA) based image enhancement and object
segmentation processes, as well as feature extraction for training the ANFIS clas-
sifier, to reliably diagnose DR. Furthermore, the findings reveal that the proposed
model surpasses existing models in terms of accuracy, time efficiency, and preci-
sion rate with the lowest possible error rate.

Keywords: Retinal fundus images; exudate; diabetic retinopathy; SVM; ANFIS;
morphological component analysis

1 Introduction

According to a recent World Health Organization (WHO) survey, India has the world's largest diabetic
population, with 80% of diabetics susceptible to exudates and diabetic retinopathy. Exudates are commonly
thought to be the first symptoms of Diabetic Retinopathy (DR). Exudates in the eyes are caused by protein
and lipid leaking in the retina caused by damaged blood nerves. Fig. 1 depicts normal (A) and abnormal (B)
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retinal pictures, as well as exudates and diabetic retinopathy. Early diagnosis of exudates and DR can
significantly lower the risk of blindness in diabetic individuals. A closer look at the retina is required for
this, as is severe pupil dilation.

It is critical for patients with DR symptoms to monitor their retinal health in order to avert blindness.
Exudates, which are the lipid peaks of blood vessels that appear in the early stages of diabetic
retinopathy, are also to be detected in the retina [1]. The process is evaluated using colour fundus
photographs of aberrant retinal characteristics, as discussed previously. Because ophthalmologists’ manual
illness analysis and identification takes time, automated detection models are in high demand. The extra
benefits are cost effectiveness and time savings. Image processing methods are reportedly used for
calculating the size, position, and severity rate of exudates and DR in input fundus images for this purpose.

Exudate's lesion destroys the tiny blood vessels of the retina. Nonetheless, the pathogenic facts are not
accurately realised because the qualities are distinct and easily noticed. Exudates are classified into three
categories in general:

1. Soft Exudates

2. Encircled plaques of exudates

3. Hard Exudates

The hard exudates have deep yellow spots in the retina; the surrounding plague exudates vary in size and
are in the shape of a modest lipo-protein accumulation. In the concrete retina, soft exudates have a pale-
yellow colour. Furthermore, the exudates differ in size, shape, and colour spectrum. The exudates lesion
is a deep area with greater pixel intensity and somewhat distinct margins [2]. Furthermore, the non-
proliferative DR demonstrates the exact and primary indications of DR. Early diagnosis of this condition
is a time-consuming and inefficient process for clinical assistants. Because there are no early indicators of
diabetic retinopathy, regular eye exams are the only method to detect it. However, most diabetic patients
do not have frequent check-ups for a variety of reasons [3]. According to the work [4] eye analysis can
take up to a year to evaluate the eye retinal images.

Some current works serve as models for automated retinal image analyses in disease diagnosis. The
model in [5] proposes a mechanism for identifying DR by effective classification training utilising
1273 retinal pictures. For hard exudates detection, [6] presents a median filter-based object segmentation

Figure 1: Retinal images (A). normal image and (B). abnormal image with DR and exudates
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and dynamic thresholding-based image processing approach. Reference [7] presents a detection strategy for
brilliant exudates, and [8] presents a wavelet transform-based model detection for hard exudates. The
Integrated Model for Exudate and Diabetic Retinopathy Diagnosis (IM-EDRD) with multi-level
classifications is used in this paper to detect and categorise both diabetic retinopathy and exudates. The
following are the suggested model's contributions:

i) A multi-level classification model for diagnosing Exudate and Diabetic Retinopathy from retinal
fundus images is constructed.

ii) For identifying normal and pathological fundus images, Support Vector Machine-based
classification is applied, and GLCM-based feature extraction is performed.

iii) In the second level of classification, the Adaptive Neuro Fuzzy Inference System (ANFIS) is used
to accurately detect DR and exudates.

iv) ANFIS training is supplied by processing pictures using Morphological Component Analysis
(MCA)-based image enhancement and retrieved features.

v) The assessments are performed using images from the datasets E-Ophtha [9] and
DIARETDB1 [10], and classification accuracy and time efficiency are measured.

The remainder of this work is structured as follows:

Section 2 describes a literature review based on image processing in the detection of eye diseases.
Section 3 details the operation of the Integrated Model for Exudate and Diabetic Retinopathy Diagnosis
(IM-EDRD) from input retinal images containing normal and pathological retinal images. Section
4 describes the dataset and its evaluations. Section 5 includes comparison graphics. Section 6 concludes
the work by discussing conclusions and future work.

2 Literature Survey

Random Forest (RF) based categorization was utilised in study [11] to detect retinal image anomalies.
For image classification, K-means clustering-based segmentation and Machine Learning approaches were
used. In [12], diabetic macular edoema was diagnosed using machine learning concepts based on the
presence of exudates. Reference [13] used AlexNet and GoogleNet Convolutional Neural Networks to
assess the various phases of diabetic retinopathy (CNN). Furthermore, the paper discusses disease
malfunctions and the limitations of CNN in retinal image classifications.

In the machine learning-based classification model [14], feature extraction is combined with object edge
strength and standard deviation to distinguish regions with and without exudates. Recent study focuses on
model analysis of Computer Aided Diagnosis (CAD) for medical image processing, and various works
address challenges in DR recognition in [15–17]. The precision in automated retinal lesion detection is
hampered due to the specific anatomical nature of the optic disc in the ocular retina. Furthermore, in the
study [18], optic disc removal in retinal pictures is processed with the Hough Transform, and the authors
[19] derived a novel geometrical parametric model for localising optic disc by surveying several fundus
image processing methods. The mathematical model was developed to offer the vessel direction in order
to coordinate the disc's centre. The model is tested using 40 photos, including normal and fundus images
for illness identification.

Morphological approaches were critical in finding retinal abnormalities in [20]. To process the diverse
fundus image features, the morphological functions are defined and operated with various structures.
Furthermore, in the first step of segmentation, pure spitting of coloured pictures was performed, followed
by morphological operations to produce adequate segmentation results. Furthermore, in the work [21], the
multi-class segmentation approach was used in conjunction with ensemble-based classification to
determine the localisation of DR. Furthermore, Gabor filter-based pre-processing was performed, and
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morphological reconstruction techniques were applied to extract features. The photos were classified using
trained ensemble classifiers into two categories: exudates and non-exudates.

The authors of [21] developed a model for exudate detection in three stages of processing:

a) Morphological operation-based feature extraction
b) Contour method-based boundary segmentation
c) Exudate Detection Using a Region-wise Classifier

The Markovian segmentation approach was utilised in [22] for object segmentation of retinal pictures
with exudates. Following that, a region-wise classifier was employed to detect diseases. [23–25] describes
a new approach for identifying diabetic macular edoema that employs wavelet decomposition-based
processing and segmentation. The evaluations were conducted out using benchmark datasets and yielded
a maximum value of 94% classification accuracy [26–28].

3 Working Process of IM-EDRD with Multi-Level Classifications

For identifying fundus pictures, the proposed IM-EDRD employs the Support Vector Machine (SVM)
classification and the Adaptive Neuro Fuzzy Inference System (ANFIS) classifier. The first stage of
classification entails classifying normal and abnormal fundus images using Gray Level Co-occurrence
Matrix (GLCM)-based feature extraction. The second level of categorization is used to categorise
exudates and pictures containing DR. Morphological Component Analysis (MCA)-based techniques are
used for proper categorization. The proposed model's workflow is represented in Fig. 2, and the complete
technique is described below.

3.1 First Level Classification

This section comprises pre-processing, feature extraction, and SVM-based categorization of normal and
abnormal pictures. Furthermore, images from the abnormal class are provided for second level classification
in order to properly categorise exudates and DR images.

3.1.1 Pre-Processing
Image analysis, scaling, and filtering are all part of the pre-processing process. The input photos in this

case are taken from benchmark datasets (presented in Section 4). The images are enlarged to 256*256 for
implementation purposes, and the undesired noises are removed using a median filter by dividing the
retinal pixels into multiple smaller sections. Green channel extraction is then performed on the resultant
retinal image with Red, Green, and Blue colour planes. Among these colours, the green plane provides
the most visibility and contrast to the impacted area. The plane projects the contrast between exudates,
blood vessels, and haemorrhages using proper illumination and saturation point. As a result, the green
plane is recovered from the input retinal image, and the resulting sample images are depicted in Fig. 3.

3.1.2 GLCM Based Feature Extraction
In first level classification, the feature extraction process is employed using Grey Level Co-occurrence

Matrix (GLCM), that contains pixel positions with similar rates of grey levels. The Co-occurrence matrix is
the two-dimensional array which contains rows * columns as they denote the values of images, termed asM v
[a, b], where ‘v’ is the displacement vector v = (va, vb) and measuring all pixel-pairs divided by ‘v’ with (va,
vb). Using this, 6 distinctive features such as, Contrast, Homogeneity, Entropy, Correlation, Energy and
Maximum Probability are evaluated.
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Figure 2: Workflow of IM-EDRD with multi-level classifications

Figure 3: Sample image after green channel extraction
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i) Contrast

The local differentiations presented in the images are measures as in (1)

Con ¼
Xn�1

ab¼0

Mabða� bÞ2 (1)

Homogeneity:

It denotes the measure of co-occurrence matrix with object distribution on to the matrix diagonals. And,
the equation is presented as follows,

Hom ¼
Xn�1

ab¼0

Mab

1þ ða� bÞ2 (2)

ii) Entropy

Entropy measures the uncertainness in intensity distribution and the equation is given as,

Ent ¼ �
X
a

X
b

Mv½a; b� lnMv½a; b� (3)

Correlation:

Image linearity is calculated and termed as correlation, which are ranges between −1 to +1. The equation
is given as,

Cor ¼
P

a

P
b½ab Mv½a; b�� � mamb

sasb
(4)

where, ‘μ’ is the mean and ‘σ’ is the standard deviation.

iii) Energy:

Energy of the input image is computed as the sum of the squared value of each pixels and the equation is
given as,

Energy ¼
Xn�1

ab¼0

ðMabÞ2 (5)

Maximum Probability:

The largest value in the matrix ‘M’ is given as the maximal probability (MP) and its derivation is
presented in (6).

MP ¼ max
a;b

Mv½a; b� (6)

3.1.3 SVM Based Classification
Based on a Support Vector Machine Classification is utilised in this case to analyse data and uncover

learning patterns for classification and analysis. It uses binary classification to determine the normal and
abnormal classes of input retinal pictures. The model points input vector with high dimensional vector
space, in which the ideal hyperplane is framed. The following is the etymology of the term hyperplane:

AX þ B ¼ 0 (7)

where, ‘X’ is the set of input training samples, ‘A’ perpendicular vector that divides hyper plane and ‘B’ is the
offset factor.
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In SVM, the testing step is carried out utilising the image features obtained during the training phase and
classes based on each training input. The results distinguish between normal and infected retinal images, with
normal images requiring no further processing and abnormal images being considered for the second level
classification for detecting the presence of exudates and diabetic retinopathy.

3.2 Second Level Classification

The objective of the second level of categorization is to divide retinal images into two categories:
exudates and diabetic retinopathy images. To do this, Morphological Component Analysis-based
segmentation is used to categorise the condition, hence assisting clinical practitioners exactly.

3.2.1 MCA Based Fundus Retinal Image Segmentation
The major idea of MCA is to process with the distinctive image structures and features. Using MCA, it is

applicable to design a signal in linear mixture pattern contains many distinctive morphological elements.
Moreover, the morphological components are featured with the redundant dictionaries, measures the
result accuracy. The input fundus image is considered as FI0. FIA is the images with some region of
blood vessels and FIB is the images without blood vessels. The steps for removing the blood vessels
using morphological operations are presented below.

1. Here, ‘S’ denotes the structuring element that processes the image opening function

2. The vessels that are equivalent to ‘S’ are preserved and the others are discarded using,

Len1Sin ðhÞ � Wid (8)

where, ‘θ’ is the angle between the ‘S’ and blood vessels, ‘Len’ and ‘Wid’ are the length and width of
the blood vessels, respectively.

3. Image opening function is performed in 12 different angular positions for enhancing accuracy and the
equation is given as,

FIA ¼ bvi¼1;2;::12fcSiðFI0Þg (9)

where, ‘Si’ is the factor of structuring element in ‘i'th angular position.

4. The same operation is performed for FIB and it is given as,

FIB ¼ nbvi¼1;2;::12fcSiðFI0Þg (10)

5. The equation of blood vessel separation is given as,

FIC ¼ FIA � FIB (11)

Fig. 4 depicts the corresponding findings after blood vessel elimination, and the steps for MCA-based
object segmentation are detailed below.

Figure 4: A. FI with blood vessels B. FI without blood vessels
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1. The size of image FI0 is considered as M ×M and it is converted into one dimensional vector as M2.

2. The one-dimensional vector is defined as a collection of ‘N’ different input features, which are
denoted as,

V ¼
XN
i¼0

Ai þ b (12)

where, ‘β’ is the image components and it is given as r2b ¼ VarðbÞ and ‘Ai = φiθi’

3. Using the morphological component analysis, each element in ‘Ai’ can be obtained with the
optimization issue with the condition, min‖θi‖.

V�
XN
i¼0

’iui

�����
�����
2

� s (13)

4. Further, the value of ‘θi’ is given as thresholding rate obtained with the remaining marginal element,
as in (14).

remi ¼ V�
X
k6¼1

’kuk (14)

5. Here, all the elements, except the ‘i’ the element is fixed with the marginal remaining data of the
element ‘Ai’.

Based on the hard threshold rates, the process continues to obtain all ‘remi’ and the segmented object of
the affected area from the fundus image is obtained. The corresponding sample figure is portrayed in Fig. 5.

3.2.2 Adaptive Neuro Fuzzy Inference System (ANFIS) Based Classification
The ANFIS classifier is implemented in this second level of classification to classify exudates and

diabetic retinopathy from the aberrant images received from the first level classification results. The
classifier is developed using the Sugeno Fuzzy Inference model, which results in an association-based
data base, and the rules are built using IF-THEN scenarios. The ANFIS classifier framework is made up
of five layers that work together to process the task using the retrieved characteristics.

In the first layer, the feature vector of the input image is translated into values ranging from 0 to 1, which
correspond to the linguistic grades Low, High, and Medium. This layer's output is the grade rate of fuzzy
elements. The elements with the generalised bell function are listed below.

Figure 5: A. Before segmentation B. After segmentation
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lði; eÞ ¼ 1

1þ x� Cc

Cw

� �2
( )Cs

(15)

where, ‘Cw’ is the width, ‘Cc’ is the center and ‘Cs’ is the slope of the curve, respectively.

Further, the curve factors are modified based on the element function and reports the fuzzy logic rules
with ‘IF’ condition.

a) The second layer is responsible for developing fuzzy rules throughout the training phase. The output is
derived from the IF-THEN rules, and the procedure is carried out using fuzzy logics.

b) The fuzzy logic is derived in the final layer, which is based on normalised computations with some
adjustments in the output of the preceding layer.

c) The fourth layer defines the consequent factor, which signifies the to-be-executed THEN condition.
d) In the final layer, the cumulative results are obtained by merging the results of all layers with a single
value-based feature vector.

The classifiers show two classes, namely, Exudates and DR; that is, images with hard exudates
symptoms and features are classified as DR. Additionally, the Fuzzy Inference based Ruleset is given as,

RULEK ¼ IF ðFV1 is lð1; 1ÞÞANDðFV1 is lði; eÞ THEN ðC is CoutÞÞ (16)

The classification accuracy in the ANFIS model and its learning model is reliant on proper feature
extraction and MCA-based segmentation, which are done well in the proposed model and the results are
classified appropriately.

4 Dataset Description

The fundus pictures obtained from benchmark datasets are described in this section. The analysis is
carried out with two datasets, namely,

i) E-Ophtha and
ii) DIARETDB1.

The E-Ophtha dataset contains 47 example fundus pictures ranging in resolution from 1400*960 to
2544*1696 pixels. Another dataset, DIARETDB1, includes 89 fundus pictures with pixel rates of 1500
*1152. Those images are recorded using a digitally specified fundus imaging camera with a 500-degree
inclination, and the results are examined by five ophthalmologists. The image scale's size is governed by
the size of the retinal optic disc. Fig. 6 shows examples of photos from both datasets.

5 Results and Discussions

The proposed model is tested using the simulation programme MATLAB 9.6 R2019a. Classification
accuracy, precision rate, F-Score, and Average Error rate are the metrics evaluated for analysis. The
classification accuracy is calculated using a cross-analysis of training and testing images. The values of
True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) are assessed and
examined to ensure the accuracy measure. The True Negative rates are the number of DR images that are
correctly categorised as DR. The number of DR images incorrectly categorised as Exudates in the
diagnosis results is shown by False Positive. The number of exudates images that have been classified as
false negatives is represented by the false negative rate. The number of exudates photos that are correctly
categorised is defined as the True Positive rate. The classification accuracy is therefore defined as the
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ratio of correctly identified photos to the total number of input images evaluated. Because the classification is
supplied for k-fold cross validation, the classification model's performance is measured by computing the
mean error value. The equation is as follows:

Err ¼ 1

N

XN
i¼0

FPi þ FNi

TPi þ TNi þ FPi þ FNi
(17)

Further, the precision, recall and F-Score is measured with the following Eqs. (18), (19) and (20) for
measuring the efficiency of the proposed model.

Precision ¼ TP

TP þ FP
(18)

Recall ¼ TP

TP þ FN
(19)

F � Score ¼ 2 � precision � recall
precisionþ recall

(20)

The suggested model's performance is demonstrated by comparing the results to existing classification
models in fundus image processing such as Random Forest (RF), Convoutional Neural Networks (CNN),
and Support Vector Machine (SVM).

Figs. 7, 9, and 11 show a comparison of classification accuracy, precision rate, and error rate evaluations
with images from the E-Ophtha dataset, respectively. Similarly, the graphs depicted in Figs. 8, 10, and 12
represent the results obtained with the DIARETDB1 dataset.

Figure 6: Sample images from datasets A. E-Ophtha and B. DIARETDB1
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The accuracy of the models SVM, CNN, RF, and IM-EDRD with the aforementioned two types of
datasets is evident in Figs. 7 and 8. As the accuracy rate in the suggested work applying multi-level
classification is considered, the results of classification of exudates images and DR images are more
accurate. The proposed model's average accuracy value for both datasets is calculated to be 94.54%.

Precision rate evaluations are another important thing to consider while developing a classification
model. Eq. (18) contains the computations, and Figs. 9 and 10 show the comparison findings. The
precision rate of outcomes processed with both datasets is improved by MCA-based segmentation. The
proposed model's average precision rate in processing using E-Ophtha and DIARETDB1 is 91.24% and
92.84%, respectively. The graphical findings also show that the output precision rates are higher than
those of the other models tested.

Figure 7: Classification accuracy with E-Ophtha dataset images

Figure 8: Classification accuracy with DIARETDB1 dataset images
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The error rate in classification is the next significant aspect to consider, which is computed using (17),
and the results are shown in Figs. 11 and 12. The classifiers, SVM and ANFIS, classify the input fundus
images appropriately with the effective application of GLCM-based feature extraction and MCA-based
segmentation. The suggested model accurately categorises the two eye abnormalities with small changes
due to the successful design of multi-level classification. Furthermore, when compared to other models,
the model delivers the least amount of error in categorization.

Figure 9: Precision rate analysis with E-Ophtha dataset images

Figure 10: Precision rate with DIARETDB1 dataset images

Figure 11: Error analysis with E-Ophtha dataset images
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6 Conclusions and Future Work

Since there are various challenges in detecting Exudates and DR, screening from fundus retinal pictures,
an effective diagnostic model is always in demand. In this regard, this work proposes an Integrated Model for
Exudate and Diabetic Retinopathy Diagnosis (IM-EDRD) with multi-level classifications. The suggested
model also addresses automated illness categorization using SVM and ANFIS-based classifiers to aid
ophthalmologists in appropriately identifying abnormalities. To do this, a GLCM-based feature extraction
is used to train the SVM to categorise NORMAL and ABNORMAL retinal pictures. Following that, the
images in the ABNORMAL class are analysed for further processing utilising MCA-based segmentation.
The data are sent to the ANFIS, and after training, the classifier detects EXUDATES and DR in retinal
fundus images. The outcomes are evaluated using the error rate, classification accuracy, and precision
rate. The results clearly outperform existing classifiers in detecting eye diseases. The work can be
improved in a variety of ways in the future, considering numerous flaws in the Human Eye. The work
can also be improved so that it can be used in a real-time context and tested.

Funding Statement: The authors received no specific funding for this study.
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