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Abstract: Navigation is an essential skill for robots. It becomes a cumbersome
task for the robot in a human-populated environment, and Industry 5.0 is an emer-
ging trend that focuses on the interaction between humans and robots. Robot
behavior in a social setting is the key to human acceptance while ensuring human
comfort and safety. With the advancement in robotics technology, the true use
cases of robots in the tourism and hospitality industry are expanding in number.
There are very few experimental studies focusing on how people perceive the
navigation behavior of a delivery robot. A robotic platform named “PI” has been
designed, which incorporates proximity and vision sensors. The robot utilizes a
real-time object recognition algorithm based on the You Only Look Once
(YOLO) algorithm to detect objects and humans during navigation. This study
is aimed towards evaluating human experience, for which we conducted a study
among 36 participants to explore the perceived social presence, role, and percep-
tion of a delivery robot exhibiting different behavior conditions while navigating
in a hotel corridor. The participants’ responses were collected and compared for
different behavior conditions demonstrated by the robot and results show that
humans prefer an assistant role of a robot enabled with audio and visual aids exhi-
biting social behavior. Further, this study can be useful for developers to gain
insight into the expected behavior of a delivery robot.
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1 Introduction

One of the emerging themes of Industry 5.0 is human and robot collaboration and it is significantly going
to affect the way we conduct our businesses. This wave of Industry 5.0 is going to define the rules and
systems for human-robot interaction [1]. Robots will be moving beyond structured environments like
manufacturing plants and will be entering into the everyday lives of humans e.g., hospitals, offices,
homes, hotels, etc. in the form of service robots. Service robots are normally considered for a human-
populated environment where they share space with humans. Most service robots are semi-self-ruling or
completely self-sufficient robots with partial or full mobility. Almost 82,000 robots in the logistic domain
were sold in the year 2018 which is 2.15 times more than the year 2017. Similarly, for the public
relations domain, almost 33000 robots were sold in the year 2018 which is 3.3 times more than the year
2017 [2,3]. This is quite evident that the sale of robots has increased over the years and one of the factors
for this surge in sale for logistic and public relation robots is the growing adoption by hotel and tourism
industry.

People from different countries of the world were asked about the appropriateness of the use of robots in
different domains of the tourism and hotel industry, which led to the calculation of perceived appropriateness
[4–6]. From the point of view of a customer, robots are service operators that convey services to them. They
have various perspectives on robots and eagerness to-pay for robot-delivered services. Besides, customers
have various inclinations for services, exercises, and errands that are appropriate for robotization,
modeled by their perspectives towards robots. Their attitude can be impacted by parameters like gender,
occupation, awareness, etc. These inclinations impact customer goals to utilize the services of robots in
the tourism and hospitality industry. People from different countries of the world were asked about the
appropriateness of the use of robots in different domains, which lead to the calculation of perceived
appropriateness. Fig. 1 the results of the different studies of people from different parts of the world
about their perceptions towards robots’ services in tourism, hospitality, and travel domains.

Reception in hospitality includes different services like check-in, check-out, or guiding the room. The
above results show that robots at reception are almost 70% appropriate. Housekeeping activates are
composed of various activities like delivery, laundry, taking orders from customers, cleaning the rooms,

Figure 1: Perceptions towards robot’s services in different domains of tourism and hospitality industry
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ironing, etc. People find robots to be 83% appropriate for these jobs. Restaurant tasks can be cooking food,
serving food and drinks, cleaning tables, taking orders, providing information, and delivering food. Robots
are considered 68% appropriate for offering these services at restaurants. Tourist Information Centers may
include services like robot guiding for destinations or providing the desired information about offers.
People consider robots to be almost 69% appropriate for these jobs. Theme parks can offer services like
rides automation or robots controlling the rides. People find robots to be 57% appropriate for these jobs.
Last is transportation which includes services like self-driving cars, buses, trains, or planes. People
consider robots to be almost 56% appropriate for these jobs.

Delivering items to guest rooms came out as the most appropriate application of robots in hotels among
other applications in housekeeping activities. Delivering items by a robot may involve different activities like
delivering towels, linen, laundry, food, drinks, etc. One of the critical aspects of item delivery by robots in a
human-populated environment will be the mobility of robots. In human-populated environments mobility of
robots involves sharing the same physical space, engaging in social interactions with humans, and following
the social norms. Moreover, acceptance of the robots will also depend upon factors like trust, safety, and
likability of robots among humans [7–10]. So, the most vital aspect in developing robots for human-
populated environments is the integration of strategies that allows them to navigate in a socially
acceptable way.

Traditional robot navigation strategies focus on the metrics of execution and path planning with
quantitative parameters like path length, time, smoothness, etc. Recent navigation strategies [11–16] have
started focusing on socially aware robot navigation (SARN) which includes robot behavior and quality of
interaction with humans. Furthermore, implementation and assessment of social component in navigation
strategies necessitate the user studies, to identify the most appropriate behavior of a robot to facilitate
tasks like item delivery in hotels. Behavior cues are directly linked to social cues, which refer to body
movements, gestures, facial expressions, and verbal communication. The combination of all these social
cues from social signals is further interpreted as emotions, personalities, or intentions [17]. A robot can
make the use of behavioral cues to exhibit its mental state, which will help the robot elevate its social
presence.

1.1 Motivation

As more and more robots are entering the consumer market which is meant to be part of our environment
and share space with humans, it becomes increasingly important to study and identify acceptable robot social
behavior. This can be achieved by introducing and studying social concepts like appropriate social distance,
acknowledgment, etc. within robot navigation planning. The approach proposed in this article motivated us
to find answers to the following research questions:

� What kind of role do people perceive for different behavior conditions of a delivery robot in the hotel
corridor?

� What kind of behavior is preferred by humans for a delivery robot in a hotel setting?

� Do the robot’s display and audio capabilities affect the perceived social presence of a delivery robot?

1.2 Contribution

It is quite evident that robots equipped with different sensors and cameras are going to be part of our
society soon. In turn, it becomes increasingly important to address higher-level tasks such as navigation
in human-robot collaborative spaces. In order to derive inferences, a set of three experiments have been
conducted by a robot “PI” acting as a delivery robot in a hotel corridor scenario with 36 participants to
cater to the following objectives:
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� To find the perception of a delivery robot during navigation tasks in a hotel setting by collecting
responses from human participant for different robot behaviors.

� To study the effect of audio and display capabilities of a robot on the perceived social presence of the
robot.

� To study the effect of different behavior conditions on the perceived role of a robot.

2 Related Work

The preliminary attempts were made in the form of developing measurement tools proposed by Bartneck
et al. [18], where they tried to measure 5 key aspects of the human-robot-interaction (HRI) i.e., animacy,
likeability, anthropomorphism, perceived safety and perceived intelligence. This series was called the
Godspeed questionnaire series which was intended to help the robot creators in their development
journey. Mavrogiannis et al. [19] studied the effect of robot navigation strategies on human behavior,
where they performed a study in a controlled lab environment for three different robot navigation
strategies. They found that human acceleration reduces around an autonomous robot, as compared to a
tele-operated one.

In a recent study conducted by Vassallo et al. [20], they evaluated how humans behave when they cross a
robot. It was observed that human-human avoidance is quite similar to human-robot avoidance if robot
follows the human interaction rules. On the same lines, Burns et al. [21] proposed a framework to
promote social engagement, where they conducted an experimental study. The participants in the study
exhibited a higher level of engagement and the affirmative emotional state towards the robot which
displayed imitation. Rossi et al. [22] investigated the effect on trust of humans, due to the behavior of the
robot. They found that people like the robots that exhibit social behaviors such as navigating at safe
distance and verbally communicating with humans. Furthermore, Warta et al. [23] conducted a study on
hallway navigation tasks to understand the effects of social cues on HRI. The study results indicated that
human participants’ perception of the social presence of a robot is highly influenced by robot proxemics
behavior and robot display screen characteristics.

In the domain of mobile robotics Chatterjee et al. [24], utilized YOLO for detecting objects for a robot in
multiple indoor experiment scenarios. One of the problems in robotics is limited computation capability,
which was addressed by Luo et al. [25], were developed a Raspberry PI-based robot to perform real
vision tasks and object detection. On similar lines, Reis et al. [26], used a single-board computer on a
robot with proximity sensors powered with a YOLO algorithm to detect different obstacles and humans
in an indoor environment.

As we can see in the above-listed work that researchers have working in the domain of social robotics
and they are also considering vision algorithms to empower the same. It should be also noted that there
human-robot interactions in an industrial environment and human-robot interaction in social spaces are
two different things [27–29]. Very few studies have been conducted in social spaces to study human
robot interaction. As the hotel industry is going to be early adopters of this technology, hence, it is very
important to evaluate the effect of robot behavior on humans based on the natural acceptance and trust of
humans. In this article, human responses have been recorded for different robot behaviors to understand
their acceptance and trust towards the robot.

3 Proposed Work

This section describes the proposed approach used for identifying participants’ perceptions towards the
robot’s role, behavior, and social presence. The complete overview of the system and approach is represented
in Fig. 2. The approach has been divided into six blocks. The robot is powered by YOLO to detect humans
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and obstacles during navigation. The role of the planning block is to execute different behavior conditions as
described in the section below. The behavior block has three defined sets of behaviors based upon which
control block is executing the instructions. The control block is receiving the data from sensors
(proximity and camera) and instructing the actuators (motors, display, and speakers) to realize a specific
behavior condition.

Further, the robot utilizes the above information in conjunction with proxemics constraints while
navigating through the corridor space. The personal space related to individuals can be defined as the
minimum space which individuals maintain to avoid discomfort. Classification of space around an
individual is shown in Fig. 3.

Figure 2: Complete system overview and approach

Figure 3: Classification of personal space [30]
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3.1 PI Robot

We used the “PI” robotic platform as shown in Fig. 4, for conducting this study. PI is a 150 cm tall robot
that consists of a screen mounted on the top of 4 wheeled platforms. PI includes a 7” LCD IPS screen with
inbuilt speakers which enables it to make use of graphical and audio aids.

PI is equipped with a single-board computer (Quad-core Cortex-A72 processor, 4 GB RAM, and 2.4
GHz and 5.0 GHz IEEE 802.11ac wireless connectivity) for performing computations. PI has proximity
sensor (TF-Luna, a single-point ranging LiDAR with distance range of 8 m) and a camera (Pixy 2.1 with
1296 × 976 resolution with integrated image flow processor) for detecting obstacles and conducting
navigation. The camera is positioned on the top of LCD screen and python scripts are utilized to enable
various functions like obstacle detection, vision processing, navigation etc. PI is used as a delivery robot
to study the effect of different behavior conditions during navigation on humans.

3.2 YOLO for PI

PI is assumed to be navigating in a hotel corridor space shared with humans. It is assumed that PI’s
odometer is perfect and humans are going to avoid the robot. We model the PI as a three-dimensional
system with the following dynamics:

x ¼ vcos[; y ¼ vsin[

where, zt ¼ ðxi; yi; [iÞ is the robot state, pi = (xi, yi) is the position, [i is orientation/heading of robot, vi is
the speed of the robot. The PI observes the environment through a front facing RGB camera mounted at a
fixed pitch and height. The perceptron model of PI leverages You Only Look Once (YOLO) [26,31]
algorithm to predict humans and objects in the scene and where they are present. YOLO makes the use
of convolutional and residual layers to detect the object and predict a bounding box around the detected
object. It divides the input image from the camera into K � K grid, and one bounding box anchor is
assigned for each Ground Truth (GT) object in the image. For each bounding box, the YOLO network

Figure 4: PI robotic platform used for experimentation
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predicts (tx, ty, tw, th), which is used to find the center-point (bx, by), width bw and height bh of the predicted
bounding box, given as

bx ¼ rðtxÞ þ cx

by ¼ rðtyÞ þ cy

bw ¼ pwexpðtwÞ

bh ¼ phexpðthÞ
The overlap of the YOLO’s predicted bounded box (PD) and GT box, known as Intersection-over-Union

(IoU) is given as

IoUGT
PD ¼ areaðGT \PDÞ

areaðGT [PDÞ
where, area(.) indicates the region. Each grid cell confidence score is associated with the bounding boxes.
The confidence score depicts how much the model is confident about the accuracy of the object detected.
Formally, the confidence is defined as

C ¼ PrðObjÞ � IoUGT
PD

where, the confidence score is zero if no object exists in bounding boxes and otherwise confidence score
should be equal to IoUGT

PD .

The YOLO network mainly utilizes 1 × 1 and 3 × 3 convolutional kernels. The input image is processed
through YOLO structure after pre-processing and image resolution adjustment. The first cluster consists of
2 convolutional layers, the output of which is given to the second cluster of 3 convolutional and 1 residual
layer. The third cluster is made up of 5 convolutional and 2 residual layers, with fourth cluster comprising of
17 convolutional and 8 residual layers. The fifth cluster also consists of the same structure as of fourth cluster,
and the sixth cluster is composed of 8 convolutional and 4 residual layers. Finally, the seventh cluster is
composed of 3 different prediction networks that predict the different bounding box offsets.

The training of YOLO network is performed using error back propagation algorithm, in which the error
between PD and GT is calculated with the aid of a loss function. The errors are utilized to adjust the network
parameters to train the model towards the direction of minimization of the error and/or loss function. The loss
function of YOLO algorithm is given as

Eloss ¼ Elocalization þ Eclass þ Econfidence

Elocalization ¼
XNbox

i¼1

½ðbGTx;i � bPDx;i Þ
2 þ ðbGTy;i � bPDy;i Þ

2 þ ðbGTw;i � bPDw;i Þ
2 þ ðbGTh;i � bPDh;i Þ

2�

Eclass ¼
XNbox

i¼1

½�fclassGTi � logðclassPDi Þg � fð1� classGTi Þ � logð1� classPDi Þg�

Econfidence ¼
XNbox

i¼1

½�fCGT
i � logðCPD

i Þg � fð1� CGT
i Þ � logð1� CPD

i Þg�

where, Nbox is the maximum number of bounding boxes predicted by the YOLO algorithm.
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The system utilizes the improved algorithm of the YOLO v3 model that initialize the network with key
parameters, such as the convolutional layer’s kernel function being set to 3 × 3, the stride size being 1 and the
batch size being 64 for each batch of training samples. The weight decay of regularization coefficient kept at
0.0005, the adaptive learning rate being changed dynamically which is initiated from 0.01 and the maximum
number of iterations kept to 2000.

During the training process, the accuracy of the three algorithm models i.e., YOLO v3 [26], Faster
Region-based Convolutional Neural Network (R-CNN) [32] and Single Shot Detector (SSD) [33] in
recognizing the training samples (6525) is counted when the number of iterations is 500, 1000, 1500, and
2000, respectively, to verify the detection. The statistics in Fig. 5 show that as iteration times grow, so
does the average recognition accuracy of the three algorithms, with the YOLO v3 algorithm having the
greatest recognition accuracy, at 94.98 percent. Further, Fig. 6 depicts the recognition results of the
Person, Door, Plant, Chair and TV screen by square bounded boxes in the image. Fig. 6 clearly shows
that the technique used in this study can properly find the desired elements in the image while navigation.

4 Experiment

The experiment was conducted with participants (N = 36), ages ranging from 18 to 38. In order to test the
research questions, a within-subject and repeated measure experiment design were done where the

Figure 5: Recognition accuracy comparison of different object detection algorithms

Figure 6: Object detection results from real-time execution of YOLO v3 algorithm
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experiment was executed for three different behavior conditions X1, X2, and X3 as given in Tab. 1.
Furthermore, PI also used display and audio system as a part of behavior condition (X3) as depicted in
Tab. 2. Further, to analyze the interactions between the robot and human participants, participants were
asked to fill the questionnaire. This experiment is designed for participants in a hotel corridor scenario
where they share the space with a delivery robot. A couple of participants were asked to position
themselves in the middle of the corridor. Three participants were asked to position themselves at a turn of
the corridor, in such a way that they are blocking the robot’s path. One of the participants was asked to
start moving in the same direction robot was moving. All participants started with behavior condition X1,
then X2 and finally subjected to behavior condition X3 as illustrated in Fig. 7.

Table 1: Behaviour conditions

Condition Movement Obstacle Display and audio

X1 • Moves at a constant speed • Stop and waits for participants to
clear the path if finds path
blockage

• Display: OFF
• Audio: OFF

X2 • Moves at the same speed as
participants

• Moves along with
participants if moving in the
same direction

• Performs obstacle avoidance if it
is way-out

• Stop and waits for participants to
clear if the path is completely
blocked

• Display: OFF
• Audio: OFF

X3 • Moves at a slower speed as
compared to participants

• Follow the participants if
moving in the same
direction

• Performs obstacle avoidance if it
is way-out

• Ask participants to pass if the
path is completely blocked

• Display: Show graphics
• Audio: Turned on during
asking and thanking
process

Table 2: Display and audio status for different conditions

Condition State Display graphics Audio message

X1 Not applicable Not applicable Not applicable

X2 Not applicable Not applicable Not applicable

X3 Asking participants to pass if the path is
completely blocked

Excuse me, can I pass?

X3 Thanking participants when they clear the path Thank you!
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During X1 as shown in Fig. 7a, PI moved at a constant speed by starting to move behind the first
participant navigating in the same direction. Further, it encounters two participants blocking its path as
given in Tab. 1 for condition X1. So, PI simply stops and waits for participants to clear the path. Next PI
again finds three participants completely blocking its way. PI waits again for the participants to clear the
path so that PI can deliver the package to the desired location represented by a green circle at the end of
the path. In X2 as depicted in Fig. 7b, PI starts moving along with the participant with the same speed. PI
encounters the first couple of participants on the way and passes them by finding an alternate way.
Further PI reaches the point where the path is completely blocked by three participants. PI waits for
participants to clear the path, so that package can be delivered to the desired location. Finally, in X3 as
given in Fig. 7c, PI starts following the first participant at a relatively lower speed. PI comes across the
first couple of participants and takes a small turn to pass then. PI utilizes its vision procession capabilities
to detect obstacles and further makes use of navigation scripts to make the decisions. As, it encounters
the second group of people completely blocking the way. Now, PI as per Tab. 2 uses its audio capabilities
and asks participants to give it some space to pass. PI also displays different emotions, as shown in
Tab. 2 while asking and passing the participants. PI also thank participants by again using its audio
capability for giving them space to pass.

At the end of every behavior condition, participants filled a questionnaire about research questions,
which was further used to compute and analyze the results. Further, Fig. 8 shows a few snippets of a real
scenario where the study was conducted with participants.

Figure 7: (a) Behavior condition X1 (B) Behavior condition X2 (C) Behavior condition X3

Figure 8: Snippets from the study conducted

804 IASC, 2023, vol.35, no.1



5 Results

As a part of our study, participants were asked questions to find the perception of the robot at the end
experiment for every behavior condition. We used the Godspeed questionnaire [8] to evaluate the perception
of robots among participants for different behavior conditions. The questions targeted three different aspects
of robot behavior perception. First is the likeability of a robot on a five-point scale ranging from dislike to like
and unfriendly to friendly, second is the robot’s perceived intelligence on a scale ranging from incompetent to
competent and irresponsible to responsible, and third being participant’s perceived safety on a scale ranging
from of anxious to relaxed and agitated to calm for three behavior conditions of the robot. We applied the
MANOVA test [34–36] to find out the effect of the robot’s different behavior conditions on the
participant, where p-value came out to be significant for Wilk’s test (p=.036), Hoteling-Lawley’s test
(p=.008), and Roy’s test (p=.001) with 95% confidence as shown in Tab. 3.

All the tests suggested that behavior conditions have a significant effect on likeability, perceived
intelligence, and perceived safety. Further, we calculated the mean score for all the dependent parameters
i.e., likeability, intelligence, and safety for X1, X2, and X3 respectively, as shown in Fig. 9. The mean
score for X3 for all dependent variables is observed to be higher as compared to X1 and X2. This
suggests that participants liked the third behavior condition of a delivery robot during navigation in a
hotel setting.

As it is quite evident from the results that participants liked a robot that more, which moved with a
slower speed than humans as in X3. The further robot asked participants for a path if it was completely
blocked. The robot also made use of audio and visual aids which enabled the robot to exhibit its internal

Table 3: P-Value for different tests

Test P-value

Wilk’s test .036

Hotelling-lawley’s test .008

Roy’s test .001

Figure 9: Behaviour condition comparison based on user reviews
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state in a better way. On the whole, the robot exhibited better social behavior in X3 which made participants
like it over other behavior conditions i.e., X1 and X2.

Also, every participant was asked to choose a role from 5 different role choices i.e., machine, assistant,
companion, butler, and helper for the robot after the experiment for every behavior condition. Fig. 10 depicts
the perceived robot role by all participants for the three behavior conditions of the robot. The robot was
perceived more as a machine in X1 and as an assistant in X3. The robot has been perceived as a
companion in X2, as it was moving alongside the participant at the same speed. While in X3, it followed
the participant by relatively moving at lower speed and also asked for permission from the participants to
pass; hence, it has been perceived more as an assistant. In X1, the robot did not showcase any social
behavior, so it was perceived as a machine.

As a part of our questionnaire, we also asked the participants about their preference of specific social
behavior entities, they look in a robot during navigation task. They were asked to respond on a 5-point
Likert scale, where 1 represented “not at all” and 5 represented “very much”. The entities on which their
preference was asked were: maintain an appropriate distance from humans, approach speed of the robot,
and body orientation. The results for the same are depicted by Fig. 11, where it can be inferred that
maintaining appropriate distance from humans is the most preferred entity among approach speed of the
robot and its body orientation.

Further, at the end of the complete experiment, we also wanted to know about the effect of robot display
and audio on perceived social presence. So, we also asked the participants the following questions as a part of
the questionnaire at the end of every behavior activity.

Figure 10: Perceived robot role in different behaviour conditions

Figure 11: Participant responses on their preference of a specific social behavior entity
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� Does inclusion of the display and audio capabilities make a robot more sociable?

� Did you like the inclusion of display and audio features in the robot?

We asked the participants to respond on a 5-point Likert scale, where 1 represented “not at all” and
5 represented “very much”. Participants supported the thought that the display capabilities have a
significant effect on the robot’s social presence and participants also liked the idea of inclusion of the
display and audio features as depicted in Tab. 4. It can be inferred from the participant’s responses that
the inclusion of features like display and audio, raises the degree of likeliness towards the robot, which
leads to enhanced social presence.

6 Conclusion

Navigation is one of the crucial aspects for the implementation of effective human-robot interaction. As
the use of mobile robots is increasing in social settings, it becomes very important to understand the effect of
different behavior conditions of a robot on humans. A robotic platform “PI” was designed utilizing the
YOLO algorithm to conduct a study on the perception of a delivery robot during navigation tasks. This
paper assesses and compares participant responses to explore the perceived social presence, role, and
perception of a delivery robot in a hotel corridor setting performing a navigation task. The robot followed
various human navigation traits i.e., moving at different speeds, passing humans at a safe distance,
stopping, and asking for a path when the path was completely blocked-in different behavior conditions.
As an outcome of participant responses, we found that participants felt more comfortable in the third
behavior condition among all the conditions in terms of perceived intelligence, likeability, and perception.
Further, participants perceived robots following a role of an assistant and also liked the inclusion of audio
and visual aids in the robot in the third behavior condition. Hence, it can be connoted, that in a human-
populated environment, a robot’s behavior that exhibits social behavior is more acceptable.

In the future, we hope to equip the PI with a robust communication protocol, to live stream all, the
activities. Further, we look forward to adapting optimization algorithms for navigation planning [37,38]
and other deep learning algorithms for vision processing [39–46] to test the PI in various other social
spaces like malls, restaurants, etc.
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Table 4: Participant responses on effect of robot display and audio on perceived social presence

Question Max Min Mean Standard
deviation

Does the inclusion of the display and audio capabilities
make a robot more sociable?

4 3 3.6 0.48

Did you like the inclusion of display and audio features in the robot? 5 3 4.2 0.63
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