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Abstract: The amount of moisture in the air is represented by relative humidity
(RH); an ideal level of humidity in the interior environment is between 40%
and 60% at temperatures between 18° and 20° Celsius. When the RH falls below
this level, the environment becomes dry, which can cause skin dryness, irritation,
and discomfort at low temperatures. When the humidity level rises above 60%, a
wet atmosphere develops, which encourages the growth of mold and mites. Asth-
ma and allergy symptoms may occur as a result. Human health is harmed by
excessive humidity or a lack thereof. Dehumidifiers can be used to provide an
optimal level of humidity and a stable and pleasant atmosphere; certain models
disinfect and purify the water, reducing the spread of bacteria. The design and
implementation of a client-server indoor and outdoor air quality monitoring appli-
cation are presented in this paper. The Netatmo station was used to acquire the
data needed in the application. The client is an Android application that allows
the user to monitor air quality over a period of their choosing. For a good mon-
itoring process, the Netatmo modules were used to collect data from both envir-
onments (indoor: temperature (T), RH, carbon dioxide (CO2), atmospheric
pressure (Pa), noise and outdoor: T and RH). The data is stored in a database,
using MySQL. The Android application allows the user to view the evolution
of the measured parameters in the form of graphs. Also, the paper presents a pre-
diction model of RH using Azure Machine Learning Studio (Azure ML Studio).
The model is evaluated using metrics: Mean Absolute Error (MAE), Root Mean
Squared Error (RMSE), Relative Absolute Error (RAE), Relative Squared Error
(RSE) and Coefficient of Determination (CoD).
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1 Introduction

Air quality monitoring entails a set of procedures for detecting and evaluating certain component
concentrations in the atmosphere. An air quality monitoring system provides essential data for making
strategic decisions about pollution control and prevention, as well as identifying contaminated locations.
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Because we spend more than 80% of our time inside structures, such as the office, school, home, etc.,
indoor, or outdoor air quality plays a vital part in our lives [1]. As result, we need to be aware that we breathe
approximately 12,000 liters of air daily, and our lungs often struggle with smoke, dust, viruses, pollen,
bacteria, and other compounds that are present in the air. It is very important to pay attention to the place
and time we spend, especially in the rooms where symptoms appear [2].

Monitoring air quality, particularly indoor air quality, is critical because poor indoor air quality can cause
damage to human health [3]. The heating system, clothes dryer, humidifier, fireplace, and ventilation system
are the most common sources of RH and Tchanges. An integrated air management system based on real-time
monitoring would lead to environmental and economic sustainability optimization and enhancement [4].
High T values may raise Volatile Organic Compound (VOC) levels, whereas high RH encourages mildew
and respiratory illnesses [5]. High levels of T and RH may also increase the concentrations of certain
pollutants [6]. High humidity accelerates the release of hazardous or dangerous substances into the
atmosphere. It also breeds dust mites in our houses, lowering air quality. Bacterial and viral species that
cause respiratory infections flourish in both high and low humidity conditions. Airborne microorganisms
are also caused by low humidity. We can use a controller to adjust T and RH to avoid these consequences
[7–9]. Apart from RH, Particulate Matter (PM), a complex mixture of microscopic particles and liquid
drops that might cause cancer and asthma [10], should be monitored. The paper [11] presents a method
for detecting formaldehyde, which is another key indication of indoor air quality and a marker for lung
cancer detection. Buildings are now heated by fossil fuels such as methane gas, diesel, and wood, and
significant amounts of CO2, Sulphur dioxide (SO2), nitrogen oxides (NOX), and other harmful
compounds are released into the atmosphere during the chemical process of combustion. Acid rain, forest
death, and deterioration of human health are the effects. Heat recovery ventilation, heat pumps, and solar
panels are all examples of environmentally friendly heating technologies that can dramatically cut CO2

emissions. Article [12] presents a study that addresses the absence of short-term monitoring bias as well
as the challenges of the indoor air quality data monitoring method. Several such systems are described in
the specialized literature, allowing decisions to be made to improve air quality.

Unfortunately, there are currently few systems available that monitor air quality and environmental
factors in customers’ homes. Therefore, monitoring the environment inside the house is the key to
preventing a significant number of diseases [13].

The paper [14] presents a system of air quality monitoring based on Internet of Things (IOT) and
proposes a complete method of indicating the level of indoor air quality in real-time, which effectively
addresses dynamic changes and is efficient from the point of view of processing and memory.

An IoT indoor air quality system incorporating an ESP8266 (used to transmit detection data to the
terminal), Arduino and XBee technologies for processing, data transmission and micro-sensors for
procurement data is presented in [15,16]. This system allows the user to know in real-time, a variety of
environmental parameters, such as air T, RH, carbon monoxide (CO), CO2 and light intensity.

Also, the studies on indoor air quality show a model for improving the quality of air that can be easily
applied to the market by acquiring initial analytical data and the natural cubic spline method is presented in [17].

In [18] is presented a monitoring system for T, RH, PM1, PM2.5, PM10, CO, CO2, VOC, used to create
an optimal working environment. In addition to air quality sensors, the system is equipped with wireless
communication modules, display, and smartphone applications. Data from the developed system is
transmitted to the smartphone application, then to the cloud server using wireless communications such
as Bluetooth and Wi-Fi for short-distance communication and Lora for long-distance communication. The
mobile application provides information on indoor and outdoor air qualities, appropriate actions, pollution
warnings and weather conditions.

926 IASC, 2023, vol.35, no.1



Due to the scientific progress achieved in recent years, the application of metal oxide gas sensors on IoT
devices and mobile platforms offers new opportunities for detection applications [19].

In [20], an indoor environment monitoring system is presented. The system consists of a remote terminal
that uses a smartphone with an Android operating system, an application to generate data display and control
decisions, a control node, a ZigBee wireless network that includes a node, main sub nodes, and sensors.
Through the Zigbee network, each node plays the role of coordinator. The collection of various
parameters of the room environment, such as T, RH, PM2.5, and light intensity are collected by the
sensors distributed in the room. The collected data is sent to the control node through the ZigBee
network, and then the data is transmitted to the remote terminal. Paper [21] emphasizes the role of the
gateway in processing collected air quality data and its reliable dissemination to end-users through a
webserver. Also, presents a mechanism for the backup and the restoration of the collected data in the case
of an Internet outage.

A study that built an indoor environment containing a multi-agent community with “sensor-calculation-
communication-action” capability, was used to verify the feasibility of applying multi-agent theory to air
quality control systems. Individual intelligent agents can resolve their own conflicts, having one or more
criteria for detection [22].

The thermal comfort of the people from an indoor environment monitored using a wireless detection
network is presented in [23]. To design the graphical user interface (GUI) of the application the Visual
Studio development environment is used. Also, in GUI the parameters such as T, RH and wind speed can
be selected. The proposed system emphasizes wireless transmission and rapid analysis of environmental
parameters.

Paper [24] presents the issues, infrastructure, and challenges in designing and implementing an
integrated system for detecting air quality monitoring in real-time. The main purpose is to detect the level
of seven gases: ozone (O3), PM, CO, NOX, SO2, VOC, and CO2. The system also offers air quality alerts
when exceeding predefined levels.

Studies on the practicalities of using data streams from sensor nodes for air quality measurement and
required methods to tune the results to different stakeholders and applications are presented in [25].

By recording and analyzing the air quality measurements, it is possible to predict the air quality in the near
future. In [26] designed a microchip made from sensors that is capable of periodically recording measurements,
and a model that estimated atmospheric changes using deep learning is proposed. Also, an efficient algorithm to
determine the optimal observation period for accurate air quality prediction is developed.

In [27] a statistical machine learning (ML) based predictive model is integrated into a Semantic Sensor
Web using stream reasoning. The approach is evaluated in an indoor air quality monitoring case study, that
employs the Multilayer Perceptron model to predict short term PM2.5 pollution situation.

ML addresses the issue of how to build decision devices that automatically improve through experience.
This field is a technical one that develops very quickly, combining computer science, statistics, artificial
intelligence, and data science. The rapid progress in ML is determined both by the development of new
learning algorithms and theory, as well as by the continuous explosion of online data availability and
low-cost computation [28].

In the last few years, ML are increasingly used in various domains [29]. These can also be used to predict
environmental conditions. Algorithms from ML can be used for four types of problems like regression,
classification, clustering, and association [30]. Classification and regression algorithms can be used also
for RH prediction.

It is important that the notification of the user regarding the quality of the air is carried out automatically,
using dedicated applications and ML, to avoid unpleasant situations, like the damage of the health.
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2 The Proposed System

The proposed system has three main components: Netatmo station, an android application that is used to
collect data from the Netatmo station and get statistics and a model for RH evaluation and prediction. Fig. 1
shows the components of the system and how they interact with each other.

The developed intelligent systems are limited to monitoring or at most can report events. Therefore, this
paper introduces a model for RH evaluation and prediction features. Based on the data received from the
Netatmo station, the proposed model evaluates the air quality inside a sleeping room. Regression
algorithms like Bayesian Linear Regression (BLR), Decision Forest Regression (DFR), Boosted Decision
Tree Regression (BDTR), Linear Regression (LR) and Neural Network Regression (NNR) were
introduced in the model developed in Azure ML Studio, for evaluating the performance of the model
based on RH.

The following subchapters present the android app and the model for HR prediction and evaluation.

2.1 Android Application

The suggested system’s goal is to monitor air quality both outside and inside the environment (sleeping
room). It is implemented as a client-server application, with the client as an Android app. A database that
holds values was constructed based on the measurements provided by intelligent sensors. A server, often
known as the backend, establishes a connection between the database and the application, as well as
playing a vital role in data security. The project’s client-side is an Android application with a variety of
features that will satisfy the user’s curiosity and desires. The application’s goals are to provide a user-

Figure 1: Components of the system
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friendly interface, the ability to create a secure account, visualization of the values measured by the sensors, a
search filter for selecting a specific period and index, and a database for storing measured values. As shown in
Fig. 2, the system is made up of three parts: the database, the client, and the server.

2.1.1 The Database
The system’s development began with data gathering, which was accomplished using Netatmo modules,

and the parameters were collected over a period of nearly four months, beginning on January 23, 2019, and
ending on May 6, 2019.The connection between the two modules was made as follows:

v Outdoor module: powering the sensor with batteries, positioning the sensor in a place corresponding
to the manufacturer’s specifications for optimum operation, functional verification, and reliability of
measured data.

v Indoor module: connecting the sensor to the voltage source through a charger available in the package
offered by Netatmo, connecting the sensor to the manufacturer’s application, available free of charge,
used for reading data, verifying the correct and precise operation of the sensor.

The Netatmo platform offers users the possibility to purchase the history of the data collected by the
Netatmo modules, in the form of a .csv (Comma Separated Values) document, within a certain time limit.

The database contains three tables, the values collected by the Netatmo module, and the information
required for user registration/logging. Indoor Table-It is the table that contains the data measured by the
internal module. It stores the following parameters: id, date, T, RH, CO2, noise, and Pa, as in the Fig. 3a.
Outdoor Table-The data collected from the external environment can be viewed in Fig. 3b and contains the
values measured by the external sensor: id, date, T, and RH. The users table contains information regarding
user registration/authentication. All fields filled by the user in the register section are mapped in this table.

Figure 2: Client–server architecture

Figure 3: Data collected from the internal environment
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2.1.2 The Server
The server is responsible for the connection between the database and the client interface. It receives the

request’s client and will try to give correct answers by accessing the information in the database. The server
component packages are indoor (contains the classes related to the indoor table. These classes expose
methods which allows the apps to manipulate and facilitate the access and the use in best conditions of
the data from the indoor table), outdoor (helps to manage and manipulate the data found in the outdoor
table), user (besides the classes and interfaces offering access to the table with the same name, manage
the users), configuration (contains the “cases” of error for the login sequence, the cases in which the data
entered are not correct or other errors that may still occur when logging in), roles (used to select users
after logging in), pom.xml (has a defining role in the implementation of the project and in structuring it
as easy as possible for the user. It also contains the dependencies of the Maven type project, download,
and import all the libraries that are used within the project) and resource (a directory that contains the
application properties file where you can find details about connecting to the database).

Most of the project components contain the Model, Service, Controller, and Repository levels. Models
are simple Java objects. Most of the time, the models become tables in the database and by transforming the
tables into java objects it is much easier to access them. Fig. 4 contains the class diagram for server models:

2.1.3 The Client
Below are presented the activities within the client application.

v Login Activity

The Login part is the one that offers the first connection of the user with the created application. The user
finds in this part of the application all the possibilities related to logging in the application, creating a user
account or recovering the login data. For this purpose, the “Keep me signed in” switch is also used, by
accessing the user-completed data stored in the corresponding fields.

Here are the possibilities of continuation from this interface:

Figure 4: Class diagram for server application
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� The user is at the first authentication or does not have a user account-it will be opted to press the
register button that will open the activity with the same name. Without the creation of a user
account, it will be impossible to authenticate and at the same time to go into the main activity. If
the fields for the email and password have not been filled in, or the data entered does not
correspond to those in the database, the user will be notified;

� The user already has an account-the fields will be filled in with the correct data, after which the Login
button will be accessed. A request will be sent to the server, it will compare the data entered with the
data saved in the database and will act accordingly. It would open the main interface if the data entered
correspond to the data in the database, or, otherwise, a message with the type of problem will appear;

� The user forgot the authentication data-For this purpose the activity of the “Forgot Password” was
created.

v Register Activity

It is an activity that opens after accessing the register button in the Login interface. Inside the EditTexts
you find an additional text. This text is set to appear only when the field is not clicked. By simply clicking on
the field, the text becomes invisible, and the user can fill in the fields with his credentials.

After the fields are completed, the “Register” button can be accessed, and if the data meet the criteria for
completion, a request will be sent to the server. The server will receive the request with a value of
PostMapping so the data is saved in the database.

v Forgot Password Activity

As a functionality, this interface can enter a correct email address to send the user an email message with
a new random password.

v Main Activity

The user can select the period but also the parameter for which he wants to obtain information.

Fig. 5 presents the values of the temperature. Red line depicts the values of the indoor temperature, and
the blue line depicts the values of the outdoor temperature. Because the temperatures are measured on a
winter day, the graph shows an average of the outdoor values of −5 to +5, and indoor temperature values
are between 18–22.

Another functionality of the application is that when accessing a point on the graph, a message of type
Toast is automatically displayed, with information on the value, date, and time at which that measurement
was made, according to Fig. 6.

Also, the graph depicting the CO2 parameter uses specific colors on the background in order graphically
highlight whether the measured values fall within the normal range or have values above the normal limit.
For a better understanding of the representation from Fig. 7, we will define the CO2 limit values and the
pollution level:

� 250–350 ppm-the concentration level is normal;

� 350–1000 ppm-specific level for the indoor environment;

� 1000–2000 ppm-poor air quality, produces drowsiness;

� 2000–5000 ppm-stagnant, obsolete air;

� 5000 ppm-8 h exposure limit;

� >40,000 ppm-a major risk for those who inspire this air;
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The values of the noise measured from the indoor environment during a day can be seen in Fig. 8.

Fig. 9 shows the measured values of RH over a day. Like the temperature graph, the blue dots represent
the measured values from the external environment, and with red, the values recorded in the internal
environment. RH from the external environment has much higher values than RH from the internal
environment.

As a conclusion, a client-server application for air quality monitoring has been developed. The Netatmo
module was used to collect the data, subsequently, the data was stored in a database using MySQL.

A server has been implemented that allows the management of the user’s requests and offers the best
options for satisfying his wishes.

The android application is protected by login form (username and password) and represents the client-
side, which allows the user to see the evolutions of the monitored parameters in the form of graphs.

Figure 5: Temperature
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At the level of the Android application can be made improvements such as the implementation of a
forecast section, able to predict further evolutions based on already existing data. Machine Learning can
be used to achieve this component.

2.2 RH Prediction Using Machine Learning

This subchapter presents an ML-type model which can be used to predict environmental conditions.

This model trains and compares multiple regression algorithms in Azure ML Studio. The prediction of
the RH inside a bedroom is presented, applying 5 automatic learning algorithms. This model presents the
training and comparison of the regression models: BLR, DFR, BDTR, LR and NNR. The data used for
training the model were collected by the Netatmo weather station.

Figure 6: Pressure
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Several algorithms of machine learning were used in the model. Evaluating and comparing these
algorithms was done to find an optimal high-performance algorithm.

The dataset used in the model were collected during the period 26.05.2019–26.08.2019, with a sampling
frequency of 30 min.

2.2.1 Combining Multiple Regression Performance Values
All regression performance values are combined and compared using the Execute R Script and Add

Rows modules. The Evaluation module produces a single row table that contains different values. In the
Execute R Script module, we extract the regression performance values and add the corresponding
model name.

All Execute R Script modules in this model produce a single row table that contains the model’s name
and different values. Finally, we use multiple Add Rows of modules to combine all regression performance
values in one place.

Figure 7: CO2
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2.2.2 The Model Obtained
Azure ML Studio was used to obtain the model. The model obtained can be seen in Fig. 10.

The Train Model was used to train each algorithm; then the Score Model was used to make the
prediction on the test data set; based on the prediction from the test data set, the Evaluation module is
applied to calculate the regression performance for different algorithms.

For the Bayesian linear regression and the decision-making forest regression, the result of the Evaluation
Model consists of the following 5 metrics: MAE, RMSE, RAE, RSE, CoD.

Witten et al. highlighted relevant regression metrics [31]. The most used parameter for the evaluation of
the model is RMSE [32]. The root mean squared error is a useful formula for calculating the error rate of a
regression model. If more of the values of this parameter tends to zero, the prediction provided by the model
is more. Another important parameter in the regression problems is the coefficient of determination, with
which we determine how well the data are generalized by the realized model. In the case of this
parameter, values close to value 1 represent better data matching [33].

Figure 8: Noise
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2.2.3 The Results
The results are presented in Tab. 1. The data set was divided into 70% for the training phase and 30% for

the test phase.

In the first test, the algorithm that has obtained the best performances is the DFR algorithm, followed by
the BDTR algorithm with RMSE values of 1,439 and 1,460 respectively. The worst performances were
obtained by the NNR and BLR algorithm with RMSE values of 3.344 and 3.255 respectively.

In the second test, the data set is divided into 60% for the training phase and 40% for the test phase, the
results are presented in Tab. 2.

In the second test, the algorithm that has obtained the best performances is the DFR algorithm, followed
by the BDTR algorithm with RMSE values of 1,466 and 1,687 respectively. The worst performances were
obtained by the BLR and LR algorithm with RMSE values of 3,313 and 3.219 respectively.

If the data set is divided into 80% for the training phase and 20% for the test phase, the results are
presented in Tab. 3.

In the third test, the algorithm that has obtained the best performances is the DFR algorithm, followed by
the BDTR algorithm with RMSE values of 1,314 and 1,351 respectively. The worst performances were
obtained by the BLR and LR algorithm with RMSE values of 3,313 and 3.219 respectively.

Figure 9: Humidity
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Figure 10: Comparison model of regression methods

Table 1: The result for 70% training-30% test

No. Algorithm MAE RMSE RAE RSE CoD

1 BLR 2.572491 3.255361 0.350261 0.139353 0.860647

2 DFR 1.065064 1.439937 0.145015 0.027265 0.972735

3 BDTR 1.048441 1.460887 0.142752 0.028064 0.971936

4 LR 2.446542 3.14409 0.333113 0.12999 0.87001

5 NNR 2.808268 3.344084 0.382364 0.147053 0.852947

Table 2: The result for 60% training-40% test

No. Algorithm MAE RMSE RAE RSE CoD

1 BLR 2.634647 3.313978 0.375505 0.151454 0.848546

2 DFR 1.055423 1.466456 0.150425 0.029656 0.970344

3 BDTR 1.198733 1.687692 0.170850 0.039280 0.96072

4 LR 2.507283 3.219938 0.357353 0.14298 0.85702

5 NNR 2.002261 2.582441 0.285374 0.091969 0.908031
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The first column represents the name of the automatic learning algorithm used to generate a model, and
the rest of the columns represent calculated regression values. In this model, in each of the three tests,
Decision Forest Regression is the algorithm that achieves the best performance, followed by BDTR.

3 Conclusion and Future Research

The design and implementation of a client-server indoor and outdoor air quality monitoring application
were presented in this paper. Also, another goal was to introduce a model for predicting the relative humidity
related to the air quality monitoring system. For that, a working client-server program was developed.
Through the server, the client is connected to a database, where the data is being stored and used for
prediction. The Android client application is using the data obtained by the Netatmo module’s built-in
sensors. In the form of graphs, the program attempts to present the user the quality of air both indoors
and outdoors. Additionally, for the prediction model, many regression techniques are incorporated in
Azure ML Studio to obtain a suitable model. The model forecasts the relative humidity in an enclosed
location. Using Azure ML Studio, five automated learning models were trained and compared. They
were: BLR, DFR, BDTR, LR, and NNR.

The goal was to compare evaluation metrics (MAE, RMSE, RAE, RSE, and CoD) for each trained
algorithm in order to select the best regression method. DFR is the algorithm that performed the best
when using the RH model. When compared to the other algorithms, DFR has a reduced RMSE and a
coefficient of determination that is near to 1.

The results showed a better DFR performance for the RH prediction, with RMSE values of 1.439,
1.466 respectively 1.314 for the 3 types of tests performed. Therefore, the presented system improves the
safety of the environment by rapidly assessing and predicting indoor air quality.

As future research, the DFR algorithm can be implemented in the mobile application and the Android
application will show the RH prediction. It is also very important to consider other parameters, such as T,
CO2, VOC, AQI (Air Quality Index) for analyzing the performance of ML algorithms.

Another possible improvement of the application is that it runs in the background, and when certain
values exceed the normal limits, the user is notified by SMS or audio alarm.

Thus, we can configure in each area of interest, a Netatmo station, and from the mobile application we
can select a specific area, and we can return the data/results from that area.
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