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Abstract: The use of voice to perform biometric authentication is an important
technological development, because it is a non-invasive identification method
and does not require special hardware, so it is less likely to arouse user disgust.
This study tries to apply the voice recognition technology to the speech-driven
interactive voice response questionnaire system aiming to upgrade the traditional
speech system to an intelligent voice response questionnaire network so that the
new device may offer enterprises more precise data for customer relationship
management (CRM). The intelligence-type voice response gadget is becoming
a new mobile channel at the current time, with functions of the questionnaire
to be built in for the convenience of collecting information on local preferences
that can be used for localized promotion and publicity. Authors of this study pro-
pose a framework using voice recognition and intelligent analysis models to iden-
tify target customers through voice messages gathered in the voice response
questionnaire system; that is, transforming the traditional speech system to an
intelligent voice complex. The speaker recognition system discussed here
employs volume as the acoustic feature in endpoint detection as the computation
load is usually low in this method. To correct two types of errors found in the end-
point detection practice because of ambient noise, this study suggests ways to
improve the situation. First, to reach high accuracy, this study follows a dynamic
time warping (DTW) based method to gain speaker identification. Second, it is
devoted to avoiding any errors in endpoint detection by filtering noise from voice
signals before getting recognition and deleting any test utterances that might nega-
tively affect the results of recognition. It is hoped that by so doing the recognition
rate is improved. According to the experimental results, the method proposed in
this research has a high recognition rate, whether it is on personal-level or indus-
trial-level computers, and can reach the practical application standard. Therefore,
the voice management system in this research can be regarded as Virtual customer
service staff to use.
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1 Introduction

The communication between people is mainly through the exchange of information with each other through
language and body, while the communication between people and machines must be achieved through image
recognition and voice recognition. According to related studies, in the way of communication between
humans and machines, most users have different acceptance levels for image recognition and voice
recognition. As far as customer service is concerned, in the past mainly relying on traditional customer
service personnel, but when enterprises pay more and more attention to customer service, another customer
service method-call center has emerged. When customer service is more and more important, call center is
becoming the best way for companies to service their customers. In the past, service personnel in call centers
responded to user needs via telephone, but the current trend is to introduce a system that can use buttons or
voice to serve users, and provide users with further services based on user operations or voice.

In the E-questionnaire (electronic ways to do questions) [1,2] system, speaker recognition offers lots of
advantages and its existence is thereby justified. Voice recognition is a kind of biometric authentication
technology that does not need to be carried, contacted, nor will it be forgotten, with a low cost in introduction.
Currently the recognition rate of speech identification stands at more than 90%, although it can be affected by
noise, and the accuracy degree of sound print identification has reached 80%.The accuracy degree increases to
over 98% when the two are multiplied: 1 − (1 − 0.9) * (1 − 0.8) = 98%. If a password is provided via voice,
the password content is “something U Know” and the speaker recognition is “Something U Are”.

2 Related Works

Research on image recognition has developed from a simple face recognition [3,4] to gender determination
[5–7], age verification [8,9], or the application of services available on vehicles, like tests for dizziness, as well
as the study on the evaluation of emotional response in e-learning [10]. Regardless of the accuracy rate in image
recognition, data of the user in the distance can be collected through the phone voice answer, a practice that is
able to expand the application of image as far as the application of the questionnaire system is concerned.
Speech recognition is an important field in biometric recognition technology. It is a method of recognizing
living beings by a number of intrinsic physical or behavioral characteristics.

After assessment is made, we find the following benefits in the speech interactive voice response
questionnaire:

� According to reports released by the International Biometrics Group, the global revenue brought in by
the biometrics techniques increased sharply, with the value in 2007 standing at US$3.7 billion and that
by 2010 reaching US$5.7 billion.

� The great advantage of speech input lies in the fact that it matches human behavior.

� It’s uneasy to collect and apply such private biometric data as finger print or sound print.

� Cost for iris recognition equipment is high, and the practice is uneasy for dissemination. Being too
close in conducting recognition may result in uncertain identification.

� The success rate for face recognition is not high, as photos can cheat on the process.

� Angles of the camera may affect the results, and therefore introduction of the method to the system is
impractical.

The process of speaker recognition is generally organized into two main phases, that is, the enrollment
phase (training) and the identification phase (testing).The first phase involves training in the establishment of
a pattern for each individual speaker to be based on their speech traits. The second phase concerns testing of
the identification through comparison between the established pattern of a speaker and the actual voice of the
speaker when he or she calls. As the voice traits of a speaker may refer to the identity of that speaker, the

914 IASC, 2023, vol.35, no.1



selection of characteristic parameters is rather important and requirements for rejection must be imposed by
setting a benchmark index in accordance with the voice traits.

There are now several technologies for making the identification of a speaker [11–14], including vector
quantization (VQ), DTW, artificial neural networks (ANN), hidden Markov model (HMM), nearest neighbor
rule (NNR), and Gaussian mixture model (GMM). The text dependent type of the speaker recognition system
needs less speech material than the text independent type of the same system in turning out an effective
pattern. Therefore, the technologies involved for the most suitable system have to depend on the amount
of speech material and requirements for the system.

In terms of the selection of the characteristic parameters, each speaker has its own voice traits, and the
parameters able to differentiate characteristics of the speech are picked to deal with the speaker recognition
practice. As human voice traits change over time, they are called time-varying signals, which cannot be
analyzed by a long-term based linear non time-varying method. Therefore, acoustic information is
presented only by the short-term spectrum characteristics. In the second phase of the identification, this
study adopts Mel-frequency cepstral coefficients (MFCCs) [15,16], the most commonly used parameter at
the present time. As to the phase of the setting of a benchmark index, this study uses four characteristic
parameters–average volume, average pitch, average level of clarity, and the number of audio frames.

In MFCCs, more low frequencies than high frequencies are adopted as human ears are more sensitive to
sounds of low frequencies and less sensitive to those of high frequencies. Sound volume refers to strength,
power, or energy of sound. An analogy can be drawn depending on the signal amplitude within an audio
frame. As far as speaker identification is concerned, the volume of test utterances may affect the accuracy
degree of recognition. If the volume is too high, it will cause a sonic boom. If the volume is too low, it
will not be able to verify the utterances, nor can it pinpoint the exact starting and ending points when
pursuing the endpoint detection. Pitch refers to the vibration frequency of the audio signal [17]. In simple
terms, the pitch is the fundamental frequency of the audio signal, which is also the reciprocal of the
fundamental frequency period. When the sound signal is stable, the average person can easily observe the
fundamental frequency period. The number of audio frames refers to the length of utterance fragments.
As far as speaker identification is concerned, the low number of the frames is likely to make errors in
recognition in that the characteristic vector is also small. Using DTW to collate this vector is therefore
difficult to identify the speaker. In addition, when the test utterances are found silent and the number of
audio frames is found zero, these utterances can be rejected in advance. So the reason that the benchmark
index is set lower than the number of audio frames is to increase the recognition rate if the number of
frames is taken as a characteristic parameter.

3 Proposed Method

3.1 Identification Model

The aim of this study is not to improve speech recognition or speaker recognition technologies, but to
prove that a learning framework [18] is applicable to the classification and ranking of speaker recognition. To
manipulate the voice recognition, it should be to normalize the voice signal first.

And there is noise in the voice signal; it has to take end point detection just show as Fig. 1:

Clear demarcation of the scope to the consonant parts and vowels part [19,20], and it will also enhance
the recognition rate. It is shown as Fig. 2.

Then, it has to use MFCCs to get the voice feature. In the areas of speech recognition and speaker
recognition, the most commonly used voice feature is the MFCCs. It takes into consideration the fact that
human ears feel differently toward different pitches, thus is especially suitable for speech recognition.
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TheMel scale shows that human ears perceive different frequencies of sound f following a logarithmic scale:

� Human ears are more sensitive to low frequency sounds.

� As the frequency increases, human ears’ sensitivity decreases.

The processing procedures of MFCCs are briefly described and depicted below Fig. 3:

Figure 1: (a) The unvoiced feature detection; (b) the unvoiced feature detection

Figure 2: Consonants and vowels endpoint detection

Figure 3: The processing procedures of MFCCs
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We will first talk about the selection of speech characteristics and then the comparison of similarities.
About the pick of speech traits, the most commonly used is MFCCs, which is also adopted for speaker
identification. MFCCs can allow for better representation of human sound and is therefore easier for
arithmetic of characteristics. Since the topic of MFCCs is available in many textbooks, there is no need
for further discussion here. However, what should not be ignored is that during the process of MFCCs
recognition results can be different because of different parameters.

DTW is a DP (Dynamic Programming) based model, which is able to shorten the time for search and
comparison. Based on the theory of DP, we can describe the method in four steps:

Step1. Definition of the target function: DefineD(i, j) as the DTW distance between t(1:i) and r(1: j) with
the best path in correspondence being from (1,1) to (i, j).

Step2. Recurrence relations of the target function: D(i, j) =|t(i) − r(j)|+ min{D(i−1, j), D(i−1, j−1),
D(i, j−1)}

Step3. Endpoint condition: D(1, 1) =|t(1) − r(1)|

Step4. Final solution: D(m, n)

In vector space, Euclidean distance is often used to estimate the distance between two points. In the case
here, two MFCCs-based audio frame units are used to select the utterances whose distance is the shortest
among the utterances in reference according to the shortest distance in total by a comparison of test
utterances and each utterance in reference. The final step is to confirm the identity of the speaker.

The focus of this study is on the promotion of DTW for speaker identification, introducing the EDP
(Endpoint Detection) method for the purpose of lowering the error degree. The objective of EDP is to
pinpoint the start and end points of a sound. A false EDP may lead to the lowering of the recognition
degree. The noise detected usually occurs briefly with a relatively long interval from the utterances, a
characteristic that can be used to differentiate the noise and the message. The following steps are
followed to rectify errors. Step 1, find the largest interval between sound fragments; Step 2, determine
which one between the two has a shorter interval, with the fragment shorter less than 0.48 s being the
noise; Step 3 and 4, repeat Step 1 and 2; and Step 4, continue until the interval of the fragments that is
shorter than 0.48 s is located.

On top of that, we reject incomplete test utterances: The utterances collected in the databank of this study
include some incorrectly recorded messages, a phenomenon often found in the security gate system in the
real world. Incomplete utterances are composed of missing words in some sections of the messages. In
this study, we try to determine in advance if the test materials are complete by checking where the
missing words are, in front or back sections of the messages. The method used here is to find if there is
volume in the first audio frame or the last one. If volume is detected, it means the test utterances are
incomplete; otherwise, they are complete.

Different phonemes have different energies, so energy can be regarded as a key acoustic feature. The
usual approach is to combine the energy of the phoneme with other Mel scale features to create the
thirteenth dimensions in the MFCCs. We get 25 features in MFCCs in every frame. And other detail has
shown as the Fig. 4.
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It obtains the 25 feature in a frame. It defined as the Tab. 1:

Feature 1 = (μ1 (1), σ1
2(1)), Feature 2 = (μ2(2), σ2

2(1)),…, Feature 25 = (μ25(1), σ25
2(1)). So, we get the

two feature of the frame:

l1 1ð Þ ¼ f 1ð Þ
1 1ð Þ þ f 2ð Þ

1 1ð Þ þ f 3ð Þ
1 1ð Þ þ f 4ð Þ

1 1ð Þ þ f 5ð Þ
1 1ð Þ

5
(1)

r12 1ð Þ ¼
f 1ð Þ
1 1ð Þ

h i2
þ f 2ð Þ

1 1ð Þ
h i2

þ f 3ð Þ
1 1ð Þ

h i2
þ f 4ð Þ

1 1ð Þ
h i2

þ f 5ð Þ
1 1ð Þ

h i2

5
� l1 1ð Þ½ �2 (2)

We also record the relationship between states in consonant and vowel. So there are the voice features in
the frame we get, the features description as follow:

State # Feature = (Feature_1, Feature_2, Feature_3,……, Feature_25 )

Inner-relation in consonant:

(State1 Features)/(State2 Features)

= (State1_Feature_1/State2_Feature_1, State1_Feature_2/State2_Feature_2, …
State1_Feature_25 State2_Feature_25)

Inner-relation in vowel:

(State1 Features)/(State2 Features)
(Continued)

Figure 4: The consonant/vowel feature extraction

Table 1: The voice feature extraction

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5

Feature 1 F1
(1)(1) F1

(2)(1) F1
(2)(1) F1

(2)(1) F1
(2)(1)

Feature 2 F1
(1)(2) F1

(2)(2) F1
(2)(2) F1

(2)(2) F1
(2)(2)

Feature 3 F1
(1)(3) F1

(2)(3) F1
(2)(3) F1

(2)(3) F1
(2)(3)

…

Feature 25 F1
(1)(25) F1

(2)(25) F1
(2)(25) F1

(2)(25) F1
(2)(25)
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(continued)

State # Feature = (Feature_1, Feature_2, Feature_3,……, Feature_25 )

Inner-relation in consonant:

(State1 Features)/(State2 Features)

= (State1_Feature_1/State2_Feature_1, State1_Feature_2/State2_Feature_2, …
State1_Feature_25 State2_Feature_25)

Inner-relation in vowel:

(State1 Features)/(State2 Features)

= (State1_Feature_1/State2_Feature_1, State_Feature_2/State2_Feature_2, …
State1_Feature_25 State2_Feature_25)

(State2 Features)/(State2 Features)

= (State2_Feature_1/State3_Feature_1, State2_Feature_2/State3_Feature_2, …
State2_Feature_25 State3_Feature_25)

P2
j¼1

P25
i¼1

consonant StatejðfeatureiÞ

P3
m¼1

P25
n¼1

vowel StatemðfeaturenÞ
(3)

3.2 Analysis Model

This application is for Chinese voice recognition. This study discovers the Chinese word has three types.
Shown as the Fig. 5.

We use a learning framework for ranking to gesture recognition application. The steps of learning
framework are as shown in Fig. 6:

Figure 5: Chinese word types and an example
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In the existing ranking methods, we do not use learners with too strong learning ability, such as
RankSVM, etc., because most learners with too strong learning ability will obtain good ranking results in
a few rounds, so the boosting algorithm cannot be used. Therefore, we consider to use some learners with
weak learning ability, such as some learners based on simple linear regression. This type of learner uses
linear regression that minimizes errors as the ranking function, so it can be regarded as a point-by-point
learning and ranking method. In addition, we adjust the weights to create a powerful learner and improve
ranking accuracy.

In our proposed method, before ranking, the first stage is to cluster the data by calculating the center of
gravity of each cluster. The next stage is to repeat the first stage for the cluster that is ranked first, until we can
no longer classify the data. In last stage is to use the refined algorithm of boosting algorithm to rank data with
RankBoost. The below Fig. 7 describes the recognition processing procedures.

The learner needs to compare the ranking results of the two data sets, and try to make the ranking
distance between them close to the actual distance. Therefore, in the existing ranking methods, like
RankSVM etc., the learners with too strong learning ability but without the concept of cost-sensitive are

Figure 6: The steps of learning framework [18]

(G1,G1,…, 
G2,G2,…, 
Gn, …G8,G8) 

Training 

Guest Data Pool

GGP=Guest Data group Pool

GGP1

GGP8

GGP2

GGP6

GGP3

GGP5
GGP7

GGP4

G

GGP=Guest group

Un-Know consonant 
and vowel
Gun

GGP3
closest

G3
G3
G2
G3
G3

G
GRank

Get the 
Chinese 
word is 
G3

Figure 7: The questionnaires system on a multimedia machine
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not adopted. In the next section, the experimental results of this study will be explained in detail, and the
experimental results will be discussed.

4 Experience Result and Discussion

A concerned experiment has been completed in this study, with findings of which being introduced to
the questionnaire system. Sound print and speech recognition is the central core of the system, thereby
formulating a low cost, non-contact type of certification complex. Data used in this experiment are
recorded files, and the material distribution patterns and requirements of both test and reference utterances
are as follows Tab. 2:

First, data must be gone through the process of characteristics selecting. Two types of trait index are
determined, with one being a round sum type (can be tested on the computer) and the other a floating
number type (used for speech identification on the computer). Then, an initial recognition is gained by
use of DTW to calculate distance. The results: the recognition rate in the round sum type is 93% while
that in the floating number type is 95.5%. The accuracy degree is different because of errors in the
calculation of distance.

The following recognition results about the improvement from the false rejection in endpoint detection
are from an improvement of the false acceptance in endpoint test. Be it the round sum type or the floating
number type, the recognition rates are lower. Although some kept smaller segments of the test utterances
are adjacent to the last utterances in the false rejection method, most of them are noise, which is not
helpful to the improvement of the recognition rate. Therefore, the only choice is to adopt the false
acceptance solution for the next experiment. The result is listed in the Tab. 3.

The experiment of this research is based on the multimedia navigation system installed in the exhibition
hall. To conduct this research, we built a voice recognition module that can be embedded in the navigation
system. This design allows visitors entering the exhibition hall to use the voice questionnaire by the way to
fill in the questionnaire when using the navigation service. This built-in human-computer interaction

Table 2: Recoded files in data bank of utterances

Recorded
Files

Number of People
Attending Recording

Recording
Time for
Each

Sentence

Number of Sentences
for Each person

Total Number of
Recorded Files

Test
Utterances

First Time 80 Persons 5 Seconds 3 Sentences 1,200

Reference
Utterances

Second
Time

80 Persons 5 Seconds 3 Sentences 1,200

Table 3: Recognition rates from improvement

Initial Results Ideal Designated Endpoint Error Lowering Rate

Round Sum Type 93.0% 94.0% 14.3%

Floating Number Type 95.5% 96.4% 20.0%
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interface is not only convenient for visitors; it can also save a lot of manpower in the exhibition hall for
issuing and filling out questionnaires.

The voice recognition system is designed to allow visitors to use a numerical code to indicate their
favorite exhibits. The system will record the voice of each visitor into a voice file of less than 10 s,
16 KHz, 16-bit, and mono. After our model uses the training voice data set to learn in advance, it can
compare the visitor’s voice file with the training voice dataset. The comparison result is a value between
0 and 100. This value is also the confidence of the comparison result. Therefore, the larger the value, the
more reliable the recognition result. In addition, the value also represents the ranking result. Therefore,
the voice file with the largest value is the result identified by our model.

In order to use the voice recognition questionnaire system, visitors must first log in to the system.
Therefore, the questionnaire system must also allow visitors to speak their names and identify them. In
order to identify the voice file of the visitor’s name, the system needs to collect at least five training voice
dataset, but there is still no effective method to collect the visitor’s voice data before the visitor uses the
questionnaire system. In addition, although the voice recognition questionnaire system collects visitors’
personal information and preference information strictly according to the Personal Information Protection
Law, once the visitors log in to the questionnaire system, their identities have been exposed. Therefore,
we provide an indicator information to explain and define the relationship of the exhibited items:

(Exhibited items, gender, recommended products or activities, disposable income, personal interests).

Some basic information of users must be entered in the customer relationship management system in
advance, such as gender, age, annual income, and personal interests. After users select their favorite
exhibits, the system will classify users according to the answers they choose. We believe that users
classified into the same category by the system have the same preferences and interests, so we will
recommend products and activities that suit them to users based on these preferences and interests, or
tailor products or activities that meet their needs.

The analysis result of this intelligent questionnaire system is a sort of relevance, which can be used to
recommend related products. In our research, by identifying speakers or callers to obtain their data, such as
possible gender and age, questionnaire content, preferences and interests, and use these data to subgroup
users, as a basis for the relative level of users or to recommend products suitable for users.

The subgroup method of the intelligent questionnaire system is FCM. Its application is briefly described
hereafter. Let us assume that the data clustering is X = {x1, x2,…, xn}. In this study, it refers to gender, age, and
the contents of each item in the questionnaire. The FCM procedure allows X to be divided into c group with
the latter’s clustering center being V = {v1, v2,…, vc}. When the subordinate function becomes uij in the data
point xj to the clustering center vi, then the subordinate matrix can be presented as:

U ¼
u11 u12 … u1n
u21 u22 u2n
… … …

um1 um2 … umn

2
664

3
775 (4)

And the subordinate group to the users is:

Mk ¼ 1

Nk
:
XNk

j¼1

Xjk (5)

The foregoing analysis leads us to the answer to the group categories of the users. To believe that people
in the same group have the same preferences. We recommend something similar to the same group of people.
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After checking the rejecting benchmark of the individual characteristic parameters and the incomplete
test utterance, the system rejects the float number type without matching the benchmark, the system identified
12 audio files incorrectly. Due to the rejection rate setting, audio files with low volume, fewer audio frames,
and unclear speech fragments will be recognized incorrectly. The test results show that the recognition rate of
the intelligent questionnaire system using floating-point feature parameters for speech recognition is 96.4%.
After completing the test, we built an intelligent platform based on the intelligent questionnaire system. This
intelligent platform adopts the voice recognition technology, and users do not need to enter personal
information on the screen, nor do they need to sense any identification cards to perform identity recognition.

Finally, we surveyed the satisfaction level of users. The NPS (Net Promoter Score) of user satisfaction is
more than 23.2%. An NPS greater than or equal to 10% indicates that the service is quite good.

The method we proposed in this research can be effectively applied to related identification systems. The
user’s data can be obtained through microphones and other related devices, and the data can be used to further
identify the user. It is a low-cost and does not require identification cards or account-password method.

5 Conclusion

Except for its uniqueness and validity period, most features of speaker recognition are highly valued.
These two shortcomings can be improved by the above methods. The use of human voice for biometric
identification is a very futuristic technology. Since the voice can be easily obtained without the use of
advanced equipment, it is not easy to cause cognitive fear of users, because it is a low-invasive method.

In practice, if we want to implement the method we proposed in this study, we recommend that the voice
management system be used to identify the speakers who answer the questionnaire, that is, the system will be
treated as a virtual customer service staff. The advantage of the application system based on the boost
algorithm is that it can be implemented by using the rank decision graph and deal with discrete features
simultaneously. Applying various methods to optimize the recognition results, the recognition accuracy
rate in personal computing can be as high as 93% or more. Such a high accuracy rate can meet the
standards of commercial applications. Compare the user’s characteristic data with the known audio data,
and cooperate with the classification method to optimize the comparison result, and then recommend the
product or information according to the optimized result. The experimental results of this research
confirm that the speaker recognition accuracy rate can reach 96.4% by using feature parameters of
floating number type. But in practice, if it is to be used for commercial purposes, the recognition
accuracy and computing power must be improved as much as possible. Although the use of human voice
for biometric identification is a pioneering technology, it is also a future trend. But first of all, it is not
easy to increase the average recognition accuracy rate of speech recognition to over 96.4%. Furthermore,
because we use the ranking data closest to the query as the recognition result. Speech recognition and
speech recognition in a noisy environment is also a big challenge. It is also the aim of the future research.
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