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Abstract: In meteorological and electric power Internet of Things scenarios, in
order to extend the service life of relevant facilities and reduce the cost of emer-
gency repair, the intelligent inspection swarm is introduced to cooperate with
monitoring tasks, which collect and process the current scene data through a vari-
ety of sensors and cameras, and complete tasks such as emergency handling and
fault inspection. Due to the limitation of computing resources and battery life of
patrol inspection equipment, it will cause problems such as slow response in
emergency and long time for fault location. Mobile Edge Computing is a promis-
ing technology, which can improve the quality of service of the swarm by offload-
ing the computing task of the inspection equipment to the edge server nearby the
network. In this paper, we study the problem of computing offloading of multi-
devices multi-tasks and multi-servers in the intelligent patrol inspection swarm
under the condition of a dynamic network environment and limited resources
of servers and inspection equipment. An effective adaptive learning offloading
strategy based on distributed reinforcement learning and multi-classification is
proposed to reduce the task processing delay and energy consumption of the intel-
ligent inspection swarm and improve the service quality. Numerical experimental
results demonstrate that the proposed strategy is superior to other offloading
strategies in terms of time delay, energy consumption and quality of service.

Keywords: Mobile edge computing; deep reinforcement learning; multi-
classification; time delay; energy consumption; intelligent inspection swarm;
swarm head

1 Introduction

At present, the production and life of human beings are closely linked with weather forecasts, power
grids and communication networks. The accuracy of weather forecasts, the safe and stable operation of
power grids and communication networks always depend on the normal operation of all kinds of
meteorological observation facilities, power facilities and network facilities respectively. Due to the
complexity and dynamics of the environment in which various facilities are located (pest tracking) and
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the diversity of monitoring objects (facility monitoring and biological monitoring), the simple introduction of
fixed sensors and cameras may not be able to fully meet the monitoring requirements. Therefore, long-term
and effective dynamic monitoring equipment is an important mean to maintain its continuous operation.
Intelligent patrol inspection swarm is one of the effective schemes of mobile all-sides monitoring,
through the use of multiple low-cost mobile devices (e.g., lightweight drones, smart cars) to construct a
unified control, efficient collaboration and dynamic inspection swarm. The swarm nodes dynamically
cooperate to complete the monitoring task, transmitting all monitoring data to the cloud, and then
returning the result to the control center after processing. Finally, the control center will maintain the
equipment according to the result of data processing [1].

However, there are also some problems in the intelligent inspection swarm. Inspection devices
(unmanned aerial vehicles, intelligent cars, etc.) still have defects in battery life and computing power due
to the strict constraints of strong mobility, small size and production cost. At the same time, the types of
data collected by inspection devices (such as UAVs, intelligent cars, etc.) are diversified with the
development of hardware and Internet technology, and the data processing and storage capacity also are
enhanced. The data processing mode with cloud computing as the core still has limitations in
transmission delay, energy consumption, data security and other aspects [2,3]. Therefore, how to ensure
the transmission and processing of data at the minimum cost (delay, energy consumption), and at the
same time, maximize swarm’s monitoring time, and then realize the goal to improve the quality of
experience in a centralized control the equipment monitoring system. It is one of the key issues to be
solved in the intelligent inspection swarm.

Multi-Access Mobile Edge Computing (MEC) [2] is the key technology to solve this problem. At
present, it is widely used in the industrial Internet of Things, autonomous driving, blockchain [4] and
other fields.

A large number of computing tasks are transferred from Mobile wireless devices to nearby access points
and executed through connected servers [2], so as to reduce the energy consumption of devices and the delay
and energy consumption of data transmission to the cloud, and effectively ensure data security [5,6].

However, not all the computing tasks of inspection devices can be offloaded to the MEC server for the
following reasons. Firstly, there are some computing tasks that must be processed in real-time with the
resources of patrol inspection devices. Secondly, due to the limited bandwidth resources, if a task is
offloaded to a MEC server, the wireless channel of the upload link will be severely congested. Further, it
will result in the task transmission time greater than the time cost of local processing tasks, which is
contrary to the purpose of reducing the delay. Thirdly, the MEC server itself has limited computing
performance and resource storage capacity. As one of the key technologies of MEC, computational
offloading technology provides a solution to solve the above problems. Computational offloading
technology mainly includes two aspects: offloading strategy and resource allocation. Among them, the
offloading strategy refers to the decision of how to confirm the size of the offloading data and the content
of the offloading. The results of the offloading decision can be divided into three cases: local execution,
partial offloading and total offloading. Resource allocation refers to the allocation of computing and
communication resources for the offloaded tasks, that is, the selection of appropriate offloading nodes,
balance the utilization of computing resources and communication resources in the system, so as to
achieve the goal of minimizing the delay, energy consumption and improving the overall performance of
the network. In this paper, we aim to minimize the time delay and energy consumption of a MEC system
with multi-edge nodes at different positions and an intelligent inspection swarm. It is a complex problem
of multi-task multi-user and multi-edge nodes MEC system.

Computational offloading is a nondeterministic polynomial NP-hard problem. Therefore, solutions
based on heuristic or approximate algorithms have been widely adopted in recent years. However, such
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algorithms require quite a lot of iterations to find the local optimal solution, which is not suitable for complex
and dynamic MEC systems [7-9]. With the breakthrough of artificial intelligent technology, there are various
solutions to the computational offloading problem of edge computing, and after the addition of artificial
intelligent technology, a calculation scheme of offloading is more efficient than a traditional algorithm.
And it also solved the problem of a large amount of data input, of which the most outstanding method is
reinforcement learning. By this method, the computing problem will be modeled as an MDP process
because this technology can adaptively learn the offloading decision and calculate the execution cost in
the process of task offloading in the dynamic environment, realize the decision ability of intelligent
offloading of computing tasks, and optimize the execution efficiency of computing tasks. However, they
are not suitable for simultaneous offloading users and computational unload problems with many tasks
and large action space because the search time of action space and storage capacity of the device is limited.

In this article, we consider a MEC network with multiple edge computing nodes and an intelligent
inspection swarm consisting of multi-inspection devices. In the intelligent patrol MEC system, the
offloading task mainly includes the processing of the monitoring data (image, video and sensor data)
generated by the patrol devices during the mobile monitoring process. Assume that in slot ¢, multi-tasks
are generated simultaneously by intelligent inspection terminals respectively, and the tasks follow binary
offloading decision [10], the offloading decision is determined by swarm head for all terminal tasks.
Specifically, we send the task size generated by the mobile terminal and the distance between the terminal
and each edge node to the swarm head, and the swarm head will jointly determine the offloading decision
of all tasks according to the above data, so as to minimize the energy consumption and delay of MEC
network processing. We propose a distributed DRL-based approach to select an appropriate compute node
for all the tasks generated by the swarm nodes within a time slot z#. The algorithm has an excellent
performance in optimizing the minimum tasks’ response time and total energy consumption of the
intelligent patrol inspection MEC system, which reduces the energy consumption of the system and
improves the quality of experience of the control center user.

The rest of this paper is arranged as follows: Section 2 summarizes the relevant work; Section 3
introduces the system model, proposed problem model; Section 4 describes the solution in detail.
Section 5 records the experimental simulation results and result’s analysis; Section 6 records the
conclusion and future work.

2 Related Work

There have been many pieces of research on the task offloading of the MEC system. Firstly, the
traditional optimization iterative method is widely used in the optimization of MEC networks. Tong et al.
[8] designed a hierarchical arc edge computing architecture based on the distance between the MEC
server and the user, and proposed an optimized offloading scheme to minimize the task duration by using
a heuristic algorithm. A coordinate descent (CD) [11] method is proposed to search along one variable
dimension at a time. Mao et al. [12] proposed a dynamic computational offloading (LODCO) algorithm
based on Lyapunov optimization, which determines offloading strategy by minimizing the cost of task
execution.

In contains multiple mobile devices network using binary offloading decision-making, the task cannot
be further divided, only the overall execution locally or offloaded to MEC servers. By enumerating the
possible values for all tasks is computationally impossible. Because, it is a typical mixed integer
nonlinear programming problem and generally a non-deterministic polynomial hard (NP-hard) problem,
which is very difficult to solve [13]. Therefore, many researchers propose improved algorithms based on
game theory [14] to solve the optimal computational offloading strategy. Chen et al. [13] studied the
multi-user computing offloading problem of MEC in a multi-wireless channel environment, and designed
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a distributed computing offloading algorithm to look for the Nash equilibrium of the game. Guo et al. [15]
proposed the algorithm MECC based on game theory, which fully considered the computation-offloading
problem of cloud-edge-end collaboration. Considering the price of MEC servers and the SDN
environment, Mitsis et al. [16] proposed a reinforcement learning-based, iterative but low-complexity
algorithm to realize the selection process of MEC server, and to determine the price of the computing
service of the optimal MEC server and the optimal data offloading amount for the end-user based on
game theory and optimization techniques. Li et al. [17] designed the distributed algorithm of ADMM
(alternating direction multiplier) to control the total energy consumption of the MEC system. In addition,
Yang et al. [18] proposed to allocate resources in advance and save the calculation time of loading
decision by predicting user location on the premise of fully considering user mobility. However, the
above algorithms are limited by the balance between optimality and computational complexity, so they
are not suitable for real-time computing offloading in MEC networks with a real-time environment.

The development of deep learning has brought a great breakthrough to solve the offloading strategy
optimization problem of high-dimensional state and action space in a MEC environment, among which
the deep reinforcement learning method is particularly outstanding. The improved DQN and DQN
[19-21] algorithms are usually applied to the joint optimization of computational offloading and resource
allocation in the discrete action space of a single agent. Xiong et al. [21] proposed that the use of
multiple playback memories to store fewer interaction experiences is superior to the original DQN
method in terms of convergence and resource allocation. In addition, DDPG [22,23] algorithm performs
better than DQN in high and continuous state and action spaces. Chen et al. [23] designed a dynamic
resource management method DDRM based on DDPG, which solved the problems of joint power control
of mechatronics and dynamic resource management of computing resource allocation in the industrial
Internet of Things. Qian et al. [24] proposed a joint push and cache strategy based on hierarchical
reinforcement learning (HRL). By dividing the total problem into two sub-problems, different basic
reinforcement learning methods are adopted to solve the sub-problems.

In general, these works mainly considered the offloading decisions and resource allocation schemes of
computation-intensive tasks in the MEC network when a single mobile device offloads tasks to one or more
MEC servers [25], or when multiple mobile devices offload tasks to the same MEC server [10,26]. In the
centrally controlled intelligent inspection cluster, considering the high moving frequency of the inspection
equipment and the channel state between it and the MEC server, it is necessary to study the
computational offloading and resource allocation of all the slave tasks in the cluster determined by a
single patrol device.

3 System Model and Problem Formulation
3.1 System Model

As shown in Fig. 1, we consider an intelligent inspection MEC system, which consists of W edge
computing nodes and an intelligent inspection cluster composed of N inspection devices, N = {1, 2, 3,
4.n}, W= {1, 2, 3, 4..w}. The inspection equipment is a terminal with computing power and wireless
transmission function and has mobility. An intelligent inspection cluster is composed of N inspection
devices connected by WIFI, which contains a swarm head node. Maintenance personnel control cluster
head nodes through remote command, and then control all cluster slave devices to work together in order
to complete the dynamic inspection task. The cluster can independently elect a new cluster head node to
ensure the effectiveness of the cluster’s work when the cluster head node is unable to work. The edge
node is the MEC server, which is composed of the base station (BS) and the server. In the system, the BS
and the server are fixed, the former for receiving data signals, the latter for processing data. It is
connected through optical fiber, and the transmission delay can be ignored. Each inspection wireless
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device in the cluster has / independent and indivisible pending tasks, which is denoted by the set /= {1, 2, 3,
4..., i}. In addition, the workload of the i-# task of the cluster device n can be expressed as R,,,(f) = (C,,{?),
S,.i(1)), with a tuple, where the CPU workload required by C,,(?) to execute task R,(¢), and S,,,(f) represents the
data required to calculate task R,,(f). Since the behavior of the devices in swarm N are controlled by the
swarm head and all the devices are networked, in order to maximize the working life of the swarm and
make full use of the computing capacity of mobile devices, the computing and offloading decision of all
the tasks in the swarm is completed by the swarm head centrally. After that, offloading results are
distributed to other slave devices for execution. In this paper, a quasi-static scenario is considered, that is,
the inspection equipment will move in different time slots ¢. Namely, the positions and tasks of the
inspection equipment do not change in the time slot ¢z The cluster head completes task offloading
decisions, processes local tasks, and transmits tasks to the MEC server based on the offloading decision.
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Figure 1: MEC system model of intelligent inspection swarm

In each time slot ¢, the swarm head determines the offloading decision after collecting related
information of each slave node. Next, it distributes the decision, and then each node carries out tasks after
responding to the decision. The decision of offloading the i-th task of the cluster device n to the edge
server w is expressed as x,;(¢)€ {0, 1}, where w= 0 represents the local computing node, the
corresponding value of the selected computing node is 1, and the corresponding value of other nodes is
0, satisfying

me-w(t) =1, Viel (1)

wew

constraints. Due to the mobility of inspection devices, the position of cluster devices will change at different
time slots ¢, and the task and channel quality will also change due to the distance change between the devices
and BS, thus the offloading decision also should be changed.
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3.2 Problem Formulation

3.2.1 Local Computing Model

The swarm inspection device has a certain computing capacity. If the computing resources of the device
are sufficient, or the transmission cost of a task is greater than the execution cost of the device itself, the task
should be executed locally. Assuming that the delay of the local computing task is only generated by the
CPU, and the maximum CPU frequency of the inspection device is expressed in terms of f, ..., the
actual computation frequency (In each slot, the execution of different tasks in parallel, and the latency of
different tasks is mutually influenced.) is f,,, which is the number of CPU cycles running per second while
the inspection device is calculating tasks. The delay of the local execution of task i of data device n can
be expressed as:

Cai(1)
dyi () = —7 @
AT
The energy consumption of a single task executed locally can be expressed as:
el (0) = K(fu(0)) *di (1), 3)

where K represents effective switching capacitance in the chip [27].

3.2.2 Edge Computing Model

The patrol inspection equipment resources are insufficient to deal with that the task is computationally
intensive or the number of tasks is large. Therefore, the device should offload such tasks to the MEC server
and then return the results to the device. Since the results of task processing are directly returned to the
control center without the need to return to the inspection equipment. Hence, the return time of task
results is not included in the calculation of offloading delay. In general, the delay of offloading the task i
of device n to the edge server w dedge(t) includes the delay of data transmission required by the device to

complete the task d”"(¢) and the delay of executing the task by the edge server w dzlf’:v(t) It is assumed

that the task offloading of the inspection equipment adopts orthogonal frequency division multiple access
(OFDMA), and different task transmission occupies different channels without interference. According to

[28], the data transmission rate from device 7 to base station w can be expressed as:

hnw(t) n > ( 4)
plnw(l‘)BNo
where, B represents the communication bandwidth between the device # and the BS w, p,, is the transmission
power of the device n, N is the noise power spectral density of the receiving BS, #,,,,(?) is the channel gain,
plu(t) the path loss between the device n and the BS w, respectively, where #,,,(¢)/pl..(t) =
go(Disy/Disy,,(1))°, go is the path loss constant, Dis, is the reference distance, Dis,,, is the distance
between the device n and the BS w, o is the path loss exponent. Therefore, the transmission time for the
task 7 generated by device n offloading to the edge server w for processing is denoted as:

Sui(t)
Fw(t)

Let C be the total number of CPUs of the edge server when computing data. The maximum CPU
frequency of the edge server is denoted by f,, .., and the actual computing frequency is f,,.(f), then the
task processing delay in

raw(t) = Blog, (1 +

(1) =

)
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Ci(1)
d (1) = 21022 6
The energy consumption of the task i generated by device n offloading to the edge server w for
processing can be expressed as:

o (0) = Pady (1) + Syi(1)gh, (M)
Here g,, is the energy consumed per bit of data on the MEC server.
The delay of the i-th task of device n d,,(f) is expressed as:

dui(t) = Z(xniW(t)dfgcal(t) + X () (1) +xniW(t)ngv(t))- (®)

wew
Energy consumption is expressed as:
oca d,
eni(t) = Z(xniW(t)efqi l(t) + X ()€t (1)) €))
wew

Therefore, the total time consumption of the whole system in time slot 7 is:

D (f) = max d(t). (10)

nen el

Total energy consumption is:

EP) = (). (11)

neN iel

In this paper, considering the balance between improving the QoE of intelligent patrol inspection MEC
system, the utilization of cluster computing power and the working time of swarm, the problem of optimizing
and minimizing the computing overhead (the weighted average sum of delay and energy consumption) is
proposed. Within the time slot ¢, the computational overhead of all tasks in the cluster is:

@(Z) — O(Dtatal(t) + ﬁEmml(l‘). (12)
where a and f respectively represent the weighted parameters of time and energy consumption required for
all tasks, a, f €[0, 1] and a + f=1. Based on the above formula, at each time slot ¢, the target optimization
problem under the MEC environment of intelligent patrol cluster is expressed as:

Pl: n{lxi}n(@(t) (13)

s.t. Clixy(t) € {0, 1} (13a)

C2: > xun(t) =1 (13b)
wew

C3: Y xuie(Oi(8) < frman (13¢)
el

C4: Y X (el ) < frman (13d)

nieNI
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Viel, neN,weWw

Constraint C1 represents the binary offloading mode; constraint C2 represents that a task can only be
offloaded to one node; constraint C3 and C4 represent that the inspection equipment and the edge server
need to provide sufficient computing resources for the tasks to be processed at this node, respectively.

4 DDRL and Multi-Classification Based Solution

Because Problem P1 is a three-dimensional integer nonlinear programming and NP-hard problem, it is
difficult to solve directly. Problem P1 contains two constraints, offloading decision constraints C1 and C2,
and resource constraints C3 and C4. Therefore, problem P1 can be decomposed into offloading decision
subproblem and resource allocation subproblem. We propose a distributed offloading algorithm,
MCDDRL, which is based on deep reinforcement learning and multi-classification ideas, to solve the
problem of computing offloading decisions and resource allocation in the MEC system with multi-devices
multi-task multi-edge nodes offloading simultaneously in a dynamic environment.

Reinforcement learning is one of the paradigms and methodologies of machine learning, which is used
to describe and solve the problem that agents learn strategies to maximize returns or achieve specific goals in
the process of interacting with the environment. The typical model of reinforcement learning is Markov
Decision Process (MDP), which generally includes State Space (S), Action Space (A) and Reward
Function (R).

In the intelligent inspection MEC system, the task and position of the inspection equipment are time-
varying, so problem P1 can be transformed into an MDP problem.

State space: In time slot 7, the state space of the system is expressed as:
s(t) = {r(1), d(0)} (14)
where, in time slot ¢, r(¢) represents the task information generated by all inspection devices, and d(?)
represents the distance information between all inspection devices and BS.

Action space: By observing the current state of the MEC system s(f), we need to determine the
offloading plan for each task:

a(t) = {xni(t) Prnin(t) € {0, 1}} (15)

The reward function is defined as a weighted sum of the energy consumption and delay of all devices to
complete the task.

re(1) = Q(s(), a(7)) (16)

With the increase of time slot ¢, the agent will obtain rewards according to state s(¢) selection a(¢), and
the expectation of minimizing rewards, namely, the average calculated cost with the weighted sum of time
delay and energy consumption as the index, is expressed as follows:

T
7113;@ % Z re(t)] (17)

T=1

Z(s(t)) = E

In general, the above problem is an MNIP problem. The traditional optimization algorithm has too many
iterations, takes too long, and the process of solving the problem is complicated, which cannot adapt to the
dynamic changes of the system. In order to solve the problem of dynamic changes in the environment,
recently many value-based DRL algorithms have been applied to edge environments, such as DQN and
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Double DQN. In the MEC system of this paper, the offloading decisions of all tasks within the time slot 7 are
discrete, which is suitable for the value-based DRL algorithm. However, the size of offloading decision set x
is 20*D N it increases exponentially as the compute nodes w, equipment number # and the task of each
device number i increases, respectively. Therefore, it will lead to action space being too large to find a
suitable offloading strategy during time slot ¢ by using the traditional DRL algorithm based on value,
which is unfeasible for the mobile inspection system to implement higher frequency optimization.

Therefore, we propose a distributed offloading algorithm, MCDDRL, based on reinforcement learning
and multi-classification ideas, for the MEC environment of intelligent inspection swarm. The algorithm
structure is shown in Fig. 2 The algorithm consists of two stages: the candidate offloading scheme
generation stage and the resource allocation stage. The two stages are completed alternately, and the
specific process is as follows.

Mini-batch Sampling Replay Memory

(Ryi, Dispy, an;)

(Rni: Dispw, llni)

(Ryi, Dispy, an;)

(RnirDiSnwvani) |l(ni blsnw| al’li |

(Rni: DiSnw: ani)

(Rui, Dispw, @ni)

Store

Compute

optimization
. problem to
Environment obtain
reward
Resource(local)
Resource(edge) DNN
590 —
Tas Trans
Distance
—

N

Figure 2: Architecture of MCDDRL algorithm

The algorithm pseudocode is as follows:

Algorithm 1: The MCDDRL Algorithm

Input: Inspection equipment’s the task information R, and the distance information Dis, between every
inspection equipment and every BS at each time slot ¢, the number of MEC server, task, device W, I, N,

Output: All inspection equipment’s tasks action x; and weight sum of time delay and energy consumption

Qr

Initialize £ DNNs with random parameters 6;

Initialize Memory M,

Set the number of time frames T;

for 1,2, 3, ..., Tdo

for /, 2, 3, ..., N*I do
Match each task information with the corresponding device distance information (R,,;, Dis,,,,)

(Continued)
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Algorithm 1 (continued)

Generate K-th the task offloading to each node’s probability P,;,,,
end for
Transform probability P,;,, 5 index to k(W + 1) actions
Select best action x; according to computing time delay and energy consumption;
for /, 2, 3, ..., N*I do
Store (R, Dispy, X,

Randomly sample k mini-batches to train £ DNNs and update parameters 6,

) into memory M

end for

end for

Generation stage of candidate offloading actions: Firstly, we treat the computable nodes of task i as W+

1 categories, that is, the task is considered category 0 if it is evaluated locally, and category w if it is evaluated
on the MEC server w. We used a multi-classification model based on DNN with softmax function as the
output layer activation function to represent the offloading decision for each task. In each time slot ¢z, the
swarm head collects inspection equipment’s the task information R and the distance information between
every inspection equipment and every BS (which are related to data transmission rate and energy
consumption) Dis, namely s(f), which are stored in the memory of the swarm head in the order of
information arrival. The above information is sequentially input to K DNNs, and K DNNs are calculated
in parallel. Next, the probability that each task belongs to each category is output, and the category index
is arranged in order of probability from most to least until all tasks in the # slot are calculated by DNN.
Each DNN’s output takes the node with the same column number according to the input order of all tasks
to form the offloading decision for all tasks during the time slot z. Finally, there are K(W+ 1) candidate
offloading schemes are generated totally.

Resource allocation stage: firstly, we should calculate the result whether each candidate offloading
scheme satisfies constraints C3 and C4 of problem P1; if not, discard that scheme, and then select the one
with the smallest value re(¢) from the remaining offloading schemes.

After that, the tuple | R,;(¢), Dis,i(t), > xnw(t) ) of each task is stored in a memory pool M. For K

DNNs, the learning is carried out by randorvrvlegyampling from the same memory pool respectively, so as to
reduce the correlation between samples and update the parameters of DNN £ 6, by minimizing the cross-
entropy loss. In time slot #+ 7, the new 6, can be used to compute the probability of new tasks being
offloaded to the edge server or locally.

5 Numerical Experiment and Result Analysis

In this section, we use simulation experiments to evaluate the performance of MCDDRL algorithm. The
experimental platform uses Python 3.8 under Linux system and a deep learning framework TensorFlow-
2.1.0-gpu. The experimental parameters and super-parameter settings of MCDDRL algorithm are shown
in the Tab. 1, and the super-parameter settings are determined through a large number of experiments.
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Table 1: Simulation experiment parameter and super parameter setting

Parameters Value

C,; (cycles) S, %500

S, (KB) Unif (1024, 2048)
Jr.max (GHZ) 2.0

Srwmax (GHZ) 10.0

P (mW) 100

g, (J/bit) 2%10°8

Dis,,,, (m) Randint (1,200)
Disg (m) 100

B(MHz) 2.0

K 10728

o 4

2o (dB) ~40

Ny (dBm/Hz) -174

Number of inspection devices 2

Number of MEC servers 3

Number of tasks of each device 3

Loss function
Mini-batch size

Sparse categorical cross entropy
32

Optimizer Adam
Learning rate 0.01
Replay memory size 3072
o 0.5

B 0.5

1167

To evaluate the influence of parameter K on MCDDRL algorithm, we set the number of K as 1, 5
and 10 respectively, and compare the weighted sum of delay and energy consumption under the different
total numbers of time slots. As shown in Fig. 3, when K =10, the MCDDRL algorithm is superior to
K =1, 5 in terms of time delay and energy consumption weighted sum. The reason is that the more
DNN s there are, the more offloading solutions are generated, and the easier it is to find a solution that is
close to the optimal solution.

In order to verify the performance of the proposed algorithm, the advantages and disadvantages of the
MCDDRL algorithm can be evaluated by comparing the weighted sum of energy consumption and delay,
energy consumption and delay of MCDDRL with other offloading algorithms under different time frames
number. Comparative offloading algorithms are DDLO [29] (a distributed algorithm using binary
strategy), DQN (Deep Q Network, a reinforcement learning algorithm), random offloading algorithm
(ROA), greedy algorithm (It will enumerate all possible schemes and select the weighted sum of the
smallest scheme.) and local computing (All tasks are computed in local.).
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Figure 3: Weight sum of time delay and energy consumption under different time frames number for
different DNN number

In this paper, we compare the Time and Energy Weight Sum Reduction Ratio (TEWRR) of MCDDRL,
DDLO, ROA and DQN, as shown in Tab. 2. TEWRR represents the value of the difference of the weighted
sum of the delay and energy consumption between the above algorithm and local computing and then divided
by the weighted sum of local computing. MCDDRL has the highest TEWRR among all algorithms, reaching
more than 50%, which is better than DDLO DQN and ROA.

Table 2: TEWRR for different algorithms

Algorithm TEWRR
ROA 14.41%
DDLO 42.47%
MCDDRL 53.24%
DOQN 51.20%

We compared the performance of local computing, ROA, greedy algorithm, DDLO, DQN and
MCDDRL in terms of the weighted sum of delay and energy consumption, time delay and energy
consumption. The value range of total time slot is [0, 400], with 20 as the step size.

In Figs. 4-6, the time delay, energy consumption and the weighted sum of the two factors show an
upward trend with the increase of the number of total time slots, and tasks generated by the MEC system.
MCDDRL performs better than DDLO and DQN in the above three aspects and is slightly lower than the
greedy algorithm. However, the greedy algorithm is very complicated and time-consuming, so it is not
suitable for intelligent the inspection MEC system. At the same time, we found that the energy
consumption of the ROA algorithm was lower than that of all other algorithms. Because the amount of
task data to be offloading is small result in the total energy consumption of the system is small.
Meanwhile, the time delay is far greater than the energy consumption. Therefore, the weighted sum
mainly shows the trend of time delay, when o and B are the same. And we can change the dominant
position of energy consumption and time delay in the system by adjusting o and p.
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Figure 4: Time delay under different time frames number for different algorithms
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Figure 5: Energy consumption under different time frames number for different algorithms

In Figs. 7-9, we study the average TEWRR of different edge computing nodes W = [2, 5], inspection
devices N = [2, 5] and task number of every device / = [2, 5] under different total time slots. The value range
of'total time slot is [0, 1600], with 200 as the step size. For MCDDRL, the average value of TEWRR tends to
be stable as the total number of time slots increases, no matter W, N, [ take any value in the range [2, 5]. In
addition, when N and [/ are fixed, the average value of TEWRR increases as the edge computing node W
increases within the range of the same total number of time slots based on the results of Figs. 7 and 10.
The reason is that the total number of tasks that need to be processed remains the same in the MEC
system, but an increase in W will increase computing resources available in the system, resulting in a
positive correlation between the average value of TEWRR and the size of edge computing nodes . On
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the contrary, combining the results of Figs. 9 and 10 shows that when W and N are fixed, the average value of
TEWRR is inversely proportional to inspection devices /. Because in this case, the available computing
resources of the MEC system remain unchanged, and an increase in / will increase the total number of
tasks to be processed in each time slot.
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Figure 6: Weight sum of time delay and energy consumption under different time frames number for
different algorithms
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Figure 7: The average TEWRR of different edge computing nodes # under different total time slots
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Figure 8: The average TEWRR of different inspection devices N under different total time slots
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Figure 9: The average TEWRR of different task number of every device / under different total time slots

Finally, combining Figs. 8 and 10, the correlation between the average value of TEWRR and inspection
devices N is not obvious in the case of determining W and /, and the range of change is relatively small. The
reason is that the total number of computing resources and tasks to be processed in each time slot in the MEC
system will increase with the increase of V. At this time, the value of TEWRR is related to the task offloading
strategy. The more similar the MCDDRL’s offloading strategy is to the local computing, the smaller the value

of TEWRR.
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6 Conclusion

In this paper, we propose a distributed algorithm MCDDRL based on reinforcement learning and multi-
classification ideas to minimize the task delay and total energy consumption, and cooperate to solve the task
offloading and resource allocation problems in the intelligent inspection cluster MEC network of multi-task
multi-inspection devices multi-edge nodes. We transformed the offloading problem of a single task into a
multi-classification problem and simultaneously used multiple DNNs to learn the offloading decision
from past data. At the expense of the interests of part of the task, we gradually iterative to find the closest
solution. Simulation results show that MCDDRL is superior to other baseline algorithms, and it can
effectively reduce the energy consumption and delay of the MEC system. In the future work, we will
consider the task execution with time limit, priority and order of the intelligent patrol MEC system, as
well as the offloading decision and resource allocation problems under wireless interference.
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