Intelligent Automation & Soft Computing K Tech Science Press

DOI: 10.32604/iasc.2022.026813
Article

Negative Emotions Sensitive Humanoid Robot with Attention-Enhanced Facial
Expression Recognition Network

Rongrong Ni', Xiaofeng Liu'-", Yizhou Chen', Xu Zhou', Huili Cai' and Loo Chu Kiong*

]College of IoT Engineering, Hohai University, Changzhou, 213100, China
2Faculty of Computer Science & Information Technology, Universiti Malaya, Kuala Lumpur, 50603, Malaysia
*Corresponding Author: Xiaofeng Liu. Email: xfliu@hhu.edu.cn
Received: 05 January 2022; Accepted: 12 February 2022

Abstract: Lonely older adults and persons restricted in movements are apt to
cause negative emotions, which is harmful to their mental health. A humanoid
robot with audiovisual interactions is presented, which can correspondingly out-
put positive facial expressions to relieve human's negative facial expressions. The
negative emotions are identified through an attention-enhanced facial expression
recognition (FER) network. The network is firstly trained on MMEW macro-and
micro-expression databases to discover expression-related features. Then, macro-
expression recognition tasks are performed by fine-tuning the trained models on
several benchmarking FER databases, including CK+ and Oulu-CASIA. A trans-
former network is introduced to process the sequential features engineered by the
FER network and output a final stable control order. This order is used to control
the robot's facial motor units to generate different expressions, e.g., a smile
expression. Evaluations on benchmarking databases verify that the proposed
method can precisely recognize facial expressions. The joint modulation with
the humanoid robot proves that the robot can respond effectively to the user's
negative emotions.

Keywords: Humanoid robot; facial expression recognition; attention mechanism;
transfer learning; negative emotions

1 Introduction

Intelligent companion robots have been widely used in homes for the elderly. Persons restricted in
movements or older adults who live alone tend to have negative emotions in their daily life easily.
Emotional interaction with the intelligent companion robot can effectively relieve their negative emotions
[1,2]. There are many ways to obtain emotional information in human-computer interaction [3—5]. Former
researches show that people of different cultures have the same facial expressions to express their
negative emotions [6]. Therefore, it is feasible to recognize their negative emotions based on their facial
expressions. However, current mainstream companion robots suffer from recognizing users’ expressions
precisely. Moreover, they always have simple facial structures, which cannot effectively respond to users’
negative emotions, resulting in a lack of user experience.
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The premise that the companion robot effectively responds to the user's negative emotions is to
recognize the user's facial expressions accurately. Facial expression recognition (FER) is a classic
problem in the field of emotion computing. Commonly used FER methods consist of hand-crafted
feature-based and deep neural network-based strategies. For the former one, widely used expression-
related features consist of geometric and appearance features. For geometric features, informative features
vectors [7,8] are calculated based on facial landmark points detected on RGB face images. Further, facial
landmark points detected on RGB-D face images [9] can provide more accurate geometric information.
For appearance features, holistic spatial analysis [10], local binary pattern (LBP) [11,12], the histogram of
oriented gradients (HOG) [13], and Gabor texture [14] are widely used for feature engineering.

Recently booming deep neural networks (DNNs) have achieved great successes in different
applications, such as object detection [15], anomaly detection [16], semantic segmentation [17], trajectory
prediction [18], wisdom medical [19], and action recognition [20]. Unlike hand-crafted features, DNNs
can automatically extract expression-related features in a data-driven manner [21-23]. DNNs-based FER
approaches can significantly outperform hand-crafted feature-based approaches with enough training data
and a proper training strategy.

Although DNNs-based FER approaches perform well on public datasets, they still suffer from low
inaccuracies while detecting users’ actual expressions. One reason is the scale mismatch between the
network parameters and the data volume in public datasets. This mismatch causes the network's failure to
fully exploit the expression-related features, resulting in poor generalization performance. Due to the
inability to accurately recognize the user's facial expressions, the robot cannot identify the negative
emotions revealed by the user, resulting in poor companionship. Meanwhile, the frame-based FER
ignores the temporal correlation between frames, resulting in the inability to send reliable control
instructions to the robot, affecting the robot to respond effectively.

To identify users’ facial expressions accurately, a shallow attention-enhanced facial expression
recognition network (SAFERN) is proposed. A two-stage training strategy is used to force the network to
focus better on facial macro-expressions. A lightweight transformer network is introduced to process the
sequence features output by the SAFERN. Afterward, it can predict a stable FER result, which is
beneficial to sending control orders to the humanoid robot. When the robot detects users’ negative
emotions such as sadness, frustration, and fear, it controls the facial motor unit to generate a smile
expression as a response. Meanwhile, the voice comfort function will be added in future work to improve
the robot's company performance. Our main contributions are as follows:

1. A SAFERN is proposed to perform frame-based FER with an attention enhancement to force the
network to explore facial details better. Meanwhile, we present a two-stage training strategy,
which firstly trains the network to distinguish facial macro-and micro-expressions, and then
migrate the network to macro-expression recognition. Such a training strategy can better explore
macro-expression-related features.

2. A lightweight transformer network is introduced to process the sequence features output by SAFERN
to obtain stable FER results in the temporal domain. Therefore, it can avoid false control instructions
caused by occasional wrong recognition results predicted by SAFERN.

3. We design a humanoid robot that can detect users’ negative emotions like sadness, frustration, and
fear. The robot can generate a smile expression to respond to users’ negative emotions.

The rest of this work is organized as follows. Section 2 reviews frame-based and sequence-based FER
approaches. Section 3 presents the proposed method. The experimental results are performed in Section 4.
Section 5 discusses and concludes the proposed work.
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2 Related Work
2.1 Frame-Based FER Approaches

Frame-based FER approaches recognize different facial expressions from static face images. As we
mentioned above, early works concentrate on hand-crafted features, including holistic spatial analysis
[10], LBP [11,12], HOG [13], depth features [24], and Gabor texture [14]. However, these methods suffer
from low accuracy under some challenging cases, such as poor illumination conditions.

To improve the recognition performance, modern FER approaches always resort to DNNs [25-27]. For
example, Yang et al. [28] presented multi-channel DNNs to perform FER. Features extracted by different
channels are combined in a weighted manner. Li et al. [29] generated 2D facial attribute maps from a 3D
scan and fed all maps into a multi-channel convolutional neural network (CNN). Jan et al. [30] proposed a
deep fusion CNN to learn from local facial regions. Barros et al. [31] proposed a lightweight FER model
named FaceChannel, which contains ten convolutional layers and uses shunting inhibitory fields in the last
layer. Zhang et al. [32] proposed an end-to-end deep learning model, exploiting different poses and
expressions jointly for simultaneous facial image synthesis and pose-invariant facial expression recognition.

Benefiting from the strong feature engineering power, DNNs-based FER approaches outperform hand-
crafted features by a large margin.

2.2 Sequence-Based FER Approaches

Unlike frame-based FER approaches, sequence-based FER approaches recognize different facial
expressions from a facial image sequence, for example, a video captured by a web camera [33]. The key
to recognizing different facial expressions stably relies on modeling the temporal associations between
consecutive frames [34]. For example, the optical flow-based [35], dynamic image-based [36], multiple
handcraft features-based [37], multi-signal CNN-based [38] and 3D CNN-based [39,40] methods are
proposed to process the image sequence.

Except for the methods mentioned above, Long Short-Term Memory (LSTM) [41] and Gated Recurrent
Unit (GRU) [42] are commonly used to model temporal associations. Yu et al. [43] proposed a multi-task
global-local FER network based on LSTMs. Kang et al. [44] presented a convolutional gate recurrent unit
for video FER in the wild. However, LSTMs and GRUs cannot model long-term sequences. Recently, the
transformer network has achieved great successes in natural language processing [45,46] and computer
vision [47,48]. With the help of the multi-head attention mechanism, the transformer network is good at
modeling long-term sequences. This work introduces a lightweight transformer network to process the
facial image sequence to output a stable recognition result.

3 Proposed Method
3.1 System Overview

Fig. 1 illustrates the overview of the proposed human-like robot that can respond to user's negative
emotions. Both the software and hardware designs are illustrated in this figure. A landmark-based face
detection approach [49] is used in the software design to perform face detection in the captured facial
image sequence. Afterward, the detected faces are fed into the frame-based facial expression recognition
module, which comprises well-designed convolutional neural networks. This module will output a set of
sequence features, which are further fed into the sequence-based facial expression recognition module to
generate stable recognition results. Specifically, a shallow transformer network consists of masked multi-
head attention, add & norm, and feed-forward neural network (FNN) to process preceding sequence
features. Based on the FER results, the human-like robot will generate different expressions to respond to
its users. For example, it can generate a smile expression if it detects negative emotions revealed by its uses.
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Figure 1: Overview of the proposed companion robot system. Our human-like robot is shown in the middle.
The left and right sub-figures present the software and hardware designs, respectively

In the hardware design, the robot webcam collects images of the user's face and transmits them to the
computing center through the network. The computing center determines the user's current mood through
the facial expression recognition algorithm and generates the robot facial action instructions according to
the emotion label, which is sent to the STM32 microprocessor of the robot head via the serial port. The
microprocessor controls the motion of 12 micro-servo motors in the robot's headspace, affecting
the robot's soft skin through the nylon rope to generate a facial expression.

3.2 Extractions of Frame-Based FER-Related Features

The pipeline to extract frame-based FER-related features is illustrated in Fig. 2. As shown in the figure, a
shallow attention-enhanced facial expression recognition network (SAFERN) is proposed to extract FER-
related features from a single frame. The structure of SAFERN is given in the bottom blue rectangle.
Specifically, it comprises five shallow down-sampling modules (SDMs) and nine shallow residual
attention modules (SRAMs). SDM (3, 16, 3) consists of a convolutional layer with input channel 3,
output channel 16, and kernel size 3. The convolutional layer is followed by a batch normalization layer,
a max-pooling layer, and the P-Relu layer. SRAM (16, 16, 3) consists of two convolutional layers with
input channel 16, output channel 16, and kernel size 3. Each convolutional layer is followed by a spatial
attention layer, a batch normalization layer, and the P-Relu layer. The spatial attention layer introduces a
Softmax enhancement to explore region-related features. Residual connection is used to avoid the
gradient vanishing. The adaptive pooling layer is used to convert the 2-dimensional feature map into a 1-
dimensional feature vector, which will be used for classification. In the training stage, the cross-entropy
loss is used as the loss function to optimize SAFERN.

The cross-entropy loss is replaced by the Softmax function to generate the probability scores in the
testing stage. Then, the highest probability score category will be the predicted class during the inference
process. Specifically, the predicted class is given by the argmax (Softmax (*)) function as follows:

075
7% = arg max I 1)
ZK eOITx"
i=1
where k denotes the category number, 0 represents the network parameter, x* and 7 denote the input feature
and predicted class, respectively.

To better explore macro-expression-related features, a two-stage training strategy is proposed. As shown
in the figure, in the first stage, SAFERN _v1 (output channel of FC layer is set to two) is pre-trained on
MMEW, which consists of both macro and micro-expressions. The discrepancies between macro and
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micro-expressions may force the network to distinguish features belonging to different expressions.
Afterward, we fine-tune SAFERN_v2 (output channel of FC layer is set to six) on CK+ and Oulu-CASIA
to extract macro-expression-related features. Given a facial image sequence, SAFERN v2 will output a
set of sequence features, which will be further processed to extract sequence-based FER-related features.

Benchmarking databases
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Figure 2: Pipeline to extract frame-based FER-related features. The proposed SAFERN is first pre-trained to
distinguish micro-and macro-expressions. Afterward, it is migrated into FER tasks by fine-tuning on CK+

and Oulu-CASIA

3.3 Extractions of Sequence-Based FER-Related Features
Fig. 3 illustrates the pipeline to extract sequence-based FER-related features. To process the sequence

features output by the SAFERN v2, we introduce a shallow transformer network, which repeatedly

stacks three transformer blocks. As shown in the figure, the sequence features {X;} are firstly combined

with position embedding, which is defined as follows:

X = PE(1q) + X; ®)
The position embedding PE,, 4, is used to capture the sequential properties of input sequence features,

which is defined as follows:

i @/dma ) when d is even
PE,, . — J sin(z/10000 ) when 3
(t.d) {cos(t/ 10000%/4mee ) when d is odd ©

where d represents the dimension of the sequence feature at time step ¢.
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Figure 3: Pipeline to extract sequence-based FER-related features. A shallow transformer network is used to
process the sequence features output by the SAFERN _v2. Afterward, a linear layer, followed by a softmax
activation, is used to convert the transformer's output into the control order sent to the humanoid robot

Then, the combined inputs are fed into the masked multi-head attention module to explore the
correlations between different feature sequences. Specifically, we define three linear transformations,
including the query (Q), key (K), and value (V), are calculated as follows:

0 = Wok; 4)
K = WiX; Q)
V =WykX (6)

where W, Wy, and Wy are learnable weights. Afterward, the self-attention calculation can be given as
follows:

Attention(Q, K, V) = softmax (%) 14 (7

The single-headed self-attention layer exists a constraint on the specific location attention. To improve
its performance, the multi-headed attention mechanism forces different sub-regions to focus on multiple
specific locations. The definition of the multi-headed attention mechanism with head number A is as follows:

MultiHead(Q, K, V) = Concat(head,, ...... , heady) WMt ®

where Q, K, and V denote sets of {Qi}?; 1> {K,};V= |» and {V,}fi |» respectively. WMH is a linear projection
matrix to calculate the multi-headed attention.

Outputs of the multi-headed attention mechanism are fed into the add&norm, FNN, and add&norm
sequentially. Residual connections are shown in the figure. Finally, the output of the transformer network
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is fed into the linear layer, followed by a softmax activation to generate a control order that will be sent to the
humanoid robot. Such an order is given based on users’ stable FER results.

3.4 Hardware Design

The robot head platform equips 12 motors to control the movement of 14 degrees of freedom (DoF). The
entire platform can be further divided into the skull, facial motion, and neck motion modules. The skull
module is generated by 3d printing technology, with a microprocessor and a motor servo system installed
inside, and the skeleton tightly fits with the soft skin. The facial motion module involves the movements
of the eye, eyebrow, eyelid, and cheek areas. It pulls the corresponding nylon rope with the
corresponding motor to produce different movements. The neck module achieves six DoF rotations of the
head, including front flexion and rear extension, left and right rotation, and left and right swing, through
the coordinated control of three motors.

As shown in Fig. 1, the robot head platform is driven by a motor servo module controlled by the
STM32F103C8T6 microprocessor. The microprocessor and the motor communicate in a question-and-
answer manner. Specifically, the controller issues the instruction package, and the steering machine
returns to the response package. Multiple motors are allowed in the bus topological control network, each
assigned a unique ID number. Given the user's emotion label, the motor control command code is
generated based on the expression tag according to the communication instruction package, which is sent
to the microprocessor through the serial port. The sent control commands include the motor's ID number,
position, and speed. The motor position controls the amplitude of the robot's facial expression movement
and neck movement. The motor speed determines the speed of the robot's movement.

4 Experimental Results
4.1 Databases

MMEW [50]: This database is collected from 30 Chinese subjects at 90 fps. It provides both macro and
micro-expressions. Hence, it is used to preliminary train the proposed SAFERN. We use the middle frame of
each sequence as the apex frame for micro-expressions because it has no annotation information. For macro-
expressions, we select one expression from each subject. Notably, this database is only used for pre-training.

CK+ [51]: This database consists of 593 sequences with seven expressions (happiness, surprise,
sadness, fear, disgust, anger, and neutral), sampled from 123 male and female subjects. In the evaluations,
six basic expressions (except the neutral) are used, and the last frame of each sequence is chosen as the
peak expression. Therefore, roughly 50 to 100 samples are chosen for each expression.

Oulu-CASIA [52]: This database consists of 10,800 labeled samples sampled from 80 subjects. Six
basic expressions are used in the evaluations. For each expression of each subject, the middle and last
frames are chosen. Therefore, there are 160 samples for each expression.

Fig. 4 illustrates Some examples selected from (a) CK+ and (b) Oulu-CASIA databases.

4.2 Implementation Details

Each facial image is re-sized to 168 x 168 pixels and then is normalized to (0, 1). We randomly crop
148 x 148 patches and flip them to perform data augmentation to handle the over-fitting issue. We
optimize the network with the Adam approach with a learning rate, betal, and beta2 of 0.001, 0.9, 0.999,
respectively. The learning rate is reduced to half for every 100 epochs until the total 300 epochs. A ten-
cross validation strategy is used to evaluate the frame-based FER approach on benchmarking databases.
The proposed network is built with the Pytorch framework and is trained with an Intel 17 CPU and an
NVIDIA GTX-3080 GPU.
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(b)

Figure 4: Some examples selected from (a) CK+ and (b) Oulu-CASIA databases. Expressions from left to
right are anger, disgust, fear, happiness, sadness, and surprise, respectively

4.3 Evaluation Metric

The frame-based FER approaches are evaluated using accuracy because the used databases are almost
balanced. The accuracy is defined as follows:
TPy
ACCy = — 9
=N ©)
where k denotes the category, TPy is the number of TP (true positive) belonging to class k, and Ny is the
number of samples for class k.

The sequence-based FER approaches are evaluated using temporal accuracy. We segment the captured
facial image sequence into temporal slices with a sliding window. Each temporal slice contains 25 frames.
The used sequential processing method will output one recognition result for each slice. Temporal accuracy is
defined as the ratio between the correctly recognized slices and the total slices.

4.4 Ablation Studies

The key to recognizing a user's bad mood is accurate FER. To verify the effectiveness of the proposed
method, ablation studies of the frame-based FER approach are performed on CK+ and Oulu-CASIA.
Specifically, SAFERN v2 without attention enhancement is used as a baseline in the evaluations, then the
attention mechanism and the two-stage training strategy are added to the baseline, respectively. All
methods are trained with the same setting for fair comparisons. As shown in Tab. 1, due to the use of
attention enhancement which can better explore expression-related features, the proposed method
achieves a tiny increase in accuracy compared with the baseline. The two-stage training strategy can also
improve the recognition accuracy compared with the baseline. Using both strategies, the proposed method
enhances the baseline accuracy by 4.86 and 3.82 on CK+ and Oulu-CASIA, respectively.

4.5 Quantitative Evaluations of SAFERN

In this section, we mainly evaluate the proposed SAFERN. We compare the proposed baseline with
other commonly used backbones, such as VGG16, DenseNet, and Resnetl8. We also compare the
proposed method with several recent works on CK+ and Oulu-CASIA.
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Table 1: Ablation study results of the frame-based FER approach

Attention enhancement Two-stage training CK+  Oulu-CASIA

91.26 80.68
\ 92.28 81.42

\ 9422 83.13
\ \ 96.12 84.50

Tab. 2 reports the comparison results between the proposed baseline and other widely used baselines,
including VGG16, Resnet18, and DenseNet. As shown in the table, VGG16 achieves 93.12 and 82.69 on
CK+ and Oulu-CASIA. DenseNet is superior to VGG16 because the used dense connection is beneficial
for extracting multi-scale features. As a widely used backbone, Resnetl8 outperforms DenseNet due to
the used skip connection, restraining the vanishing gradient. Our SAFERN is a variant of Resnet by
concentrating more on middle-scale features because these features are more discriminative to recognize
facial macro-expressions. Therefore, ours achieves the best performance on both databases.

Table 2: Comparison results of different backbones

Backbone CK+ Oulu-CASIA
VGG16 93.12 82.69
Resnetl8 95.88 84.24
DenseNet 94.26 83.37
Ours 96.12 84.50

Besides, we compare the proposed method with several recent works on CK+ and Oulu-CASIA. For the
CK+ database, we compare the SAFERN v2 with Decoder Regional Adaptive Affinitive Patterns
(DRADAP) [53], center loss [54], Inception [55], CNN with the Island Loss (IL-CNN) [54], Identity-
aware CNN (IACNN) [56], Deep Locality-preserving CNN (DLP-CNN) [57]. As shown in Tab. 3,
SAFERN v2 achieves the best performance compared with other results, which are reported in their
original works. Although tiny differences exist in the data splitting strategy, the comparisons still reveal
our superiority in recognizing facial macro-expressions. DLP-CNN introduced a deep locality-preserving
learning strategy, exploring details in local facial regions. Therefore, it achieves the second-best
performance. SAFERN v2 introduces the attention enhancement and two-stage training strategy.
Therefore, it is good at mining macro-expression-related features, leading to high recognition accuracy.

Table 3: Comparison results between the proposed method and the recent works on the CK+ database

Methods Strategy Acc.

DRADAP [53] 10 folds 90.63
center loss [54] 10 folds 92.26
Inception [55] 5 folds 93.20
IL-CNN [54] 10 folds 94.35
TACNN [56] 8 folds 95.37
DLP-CNN [57] 5 folds 95.78

SAFERN v2 10 folds 96.12
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For the Oulu-CASIA database, we compare the SAFERN v2 with AdaBoost LBP (AdaLLBP) [58],
Spatio-temporal manifold expressionlet (STM-ExpLet) [59], center loss [54], IL-CNN [54], GoogLeNet
[60], and Deep temporal appearance-geometry network (DTAGN) [61]. All methods use the 10-fold
cross-validation strategy. As shown in the Tab. 4, SAFERN v2 achieves the best recognition
performance. It has a gain of 3.04 over the second-best DTAGN [61], which used joint fine-tuning in the
DNNSs. The accuracy of other methods is all less than 80. The comparison results indicate the superiority
of SAFERN_v2 in performing frame-based FER.

Table 4: Comparison results between the proposed method and the recent works on the Oulu-CASIA database

Methods Strategy Acc.

AdalLBP [58] 10 folds 73.54
STM-ExpLet [59] 10 folds 74.59
center loss [54] 10 folds 75.63
IL-CNN [54] 10 folds 77.29
GooglLeNet [60] 10 folds 79.21
DTAGN [61] 10 folds 81.46
SAFERN v2 10 folds 84.50

4.6 Quantitative Evaluations of Shallow Transformer Network

Except for the high accuracy frame-based FER, sequence-based FER is also critical to generate a stable
recognition result given a consecutive facial image sequence. To evaluate the shallow transformer network,
we compare it with two sequential processing methods, including the temporal voting strategy and LSTM, on
practically captured facial image sequences. The temporal voting strategy outputs the recognition result with
the most votes in a given sliding window. Similar to the transformer network, LSTM takes the sequence
features in the sliding window as input and outputs the recognition result. We sample 528 practical facial
image sequences with labels from 23 subjects to evaluate different sequential processing methods. Each
sequence lasts for six seconds. Tab. 5 reports the comparison results in which our method achieves the
best recognition performance due to the transformer's ability to handle long-term sequences. It leads to
the second-best method, the temporal voting method, by 7.54. The temporal voting strategy is superior to
LSTM because the latter may tend to sequence features at later steps, therefore ignoring the global
dependency in the user's dynamic expression changes.

Table 5: Comparison results of different sequential processing methods

Method Temporal accuracy

Temporal voting 71.32
LSTM 66.82
Transformer 78.86

4.7 Qualitative Evaluations

This section mainly illustrates the recognition performance of the proposed frame-based FER approach
and shows the robot's responses to different facial expressions. Fig. 5 presents the average training and
validation loss curves on CK+ and Oulu-CASIA. Both training losses decay to zero, and validation losses
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also show a decreasing tendency. Such loss curves indicate that the proposed method has a good
generalization ability.
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Figure 5: The average training and validation loss curves on (a) CK+ and (b) Oulu-CASIA

Fig. 6 shows the confusion matrix of the proposed method on CK+ and Oulu-CASIA. The confusion
matrix provides the average ten recognition results because we use ten-cross validation as the training
protocol. Although the proposed method achieves satisfactory recognition performance on these two
databases, it performs differently in recognizing various expressions. For both databases, it fails to
recognize the disgust expression with high accuracy. It easily mistakes disgust expression as sad. As
shown in Fig. 4, disgust and sadness expressions present lots of similarities in facial images. For
example, their eyebrows and eyes are in a state of tightening and their mouths are zipped. It is difficult to
discriminate these facial expressions even for humans. Such a result reveals that we need more powerful
discriminative features to distinguish several similar but different expressions.
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Figure 6: The confusion matrix of the proposed method on (a) CK+ and (b) Oulu-CASIA
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In Fig. 7, we provide some practical cases of our robot's responses to different facial expressions. In this
design, the robot will try to make smiles or other positive expressions to conciliate users when it detects
negative facial expressions from them. The first row shows the different facial expressions generated by
our robot. The second row illustrates the robot's responses to recognized negative facial expressions. The
robot can respond correctly to users’ negative expressions, further generating positive expressions to
comfort users. Such success is due to the proposed method that can output a stable and accurate
expression recognition result.

1 . |

Neutral ) Disgust

Hap;iness Happiness Happiness Happiness
Figure 7: Illustrations of robot's generated expressions and their responses to recognized negative facial
expressions, including anger, disgust, fear, and sadness

5 Conclusions and Discussions

A humanoid robot equipped with a modern FER approach is presented. It can focus on users’ negative
emotions and make smile expressions as a response. In the software part, SAFERN is proposed to perform
frame-based FER. A two-stage training is used to improve the recognition performance on macro-
expressions by distinguishing macro and micro-expressions. Further, a shallow transformer is introduced
to process the facial sequence data to output a stable recognition result. Evaluations on CK+ and Oulu-
CASIA indicate that the proposed method has achieved comparative performance compared with recent
works. In the hardware part, the robot can generate a smile expression as a response when it detects
negative emotions revealed by the users. Therefore, the robot can provide a more comfortable companion
by always paying attention to users’ bad moods. In particular, the proposed negative emotions sensitive
system can be further used in homes for the elderly who are restricted in movements or live alone, to
alleviate their negative emotions by emotional interaction with this robot.

In this work, the facial expressions of the robot are generated by hard coding, and the flexibility needs to
be improved. In the future, we will delve into robot facial expression generation, so that the robot can make
more realistic facial expression.
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