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Abstract: Supervisory control and data acquisition (SCADA) systems continu-
ously monitor the real-time processes in the smart grid. The system software,
which is based on a human-machine interface (HMI), makes intelligent decisions
to assist the system operator and perform normal grid management activities. The
management of SCADA networks and monitoring without proper security is a
major concern, as many grids and plant networks still lack necessary monitoring
and detection systems, making them vulnerable to attack. SCADA networks
exploit physical weaknesses as well as cyber-attacks. Researchers have developed
a monitoring system based on a field-programmable gate array (FPGA) and a
microcontroller that allows for faster timing and system response. The cryptogra-
phy-based substitution box (S-box) Advanced Encryption Standard (AES) and
decryption method were proposed in the research paper, which may be merged
with smart grid communication hardware and grid distribution as an integrated
chip, synthesized on FPGA-Virtex-5 hardware. The method creates a platform
for grid security by implementing a cryptographic-based security algorithm in
hardware chips. The algorithm was designed using VHDL coding in Xilinx
ISE 14.7 software and tested with various grid data sizes and key. The research
represents a significant effort on the part of the businesses looking for solutions
to secure the smart grid and plants by incorporating secure hardware.

Keywords: Smart grid cybersecurity; cryptography encryption; FPGA verification;
S-box AES algorithm; VHDL programming

1 Introduction

The smart grid [1] is the advanced electrical grid that provides a bidirectional communication set-up
and enables digital information and communication technologies (ICTs) between the utility and its
consumers at any level of electricity generation, transmission to an electrical substation, distribution, and
energy consumption. Smart grids like the Internet, feature smart control, automation, computers, new
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technologies, and related equipment that work together digitally on an electrical grid to meet the needs of the
grid and users. The main constituents of the smart grid are embedded smart sensors, smart meter (SM),
phasor measurement unit (PMU), information processing from the physical environment to a sensor
network, and wireless sensor network (WSN). The smart grid [2] epitomizes unique prospects to propel
the electricity industry into a new era of availability [3], dependability, and confidentiality, all of which
can help the country's economic growth and environmental health. The smart grid includes efficient
electricity transmission [4], increased security, faster restoration of power instabilities and electricity, low-
cost operations and maintenance, low-cost service to consumers, reduced peak demand, and larger-scale
integration of various renewable energy [5] resources.

The National Institute of Standards and Technology (NIST) [6] is working on the smart grid standards,
selection, and identification requirements proposed in 2007 by the Energy Independence and Security Act
(EISA). The Federal Energy Regulatory Commission (FERC) refers to the NIST standards for smart grid
communication, infrastructure, and standardization. A smart grid is divided into seven logical domains [7]
according to NIST: bulk generation, transmission, distribution, customer, markets, service provider, and
operations. These domains contain actors and applications that use devices, as well as systems in which a
single actor in the domain completes the applications. Fig. 1 presents the conceptual model of the smart
grid [8] and its interface of actors within domains with the use of a secure channel. For two-way
information interchange and power flow, the bulk generation of electricity, transmission to the substation,
distribution, and customers are required [9]. The primary components of power management and data
communication are market availability, servicing, and operations.
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Figure 1: NIST conceptual model for smart grid
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Figure 2: LANs and backbone for smart grid communication network architecture [10]

Fig. 2 depicts the smart grid backbone and local area network (LAN), with solar, wind, and plant
generation and transmission falling under the wide-area network (WAN), distribution falling under the
neighborhood area network (NAN), and consumers falling under the home area network (HAN). SCADA
[11] is used to provide a service that allows users to remotely monitor and manage network equipment to
satisfy customer demand and improve reliability. The SCADA systems encourage cybersecurity [12] in
the smart grid, tempting the vulnerability, as numerous locations are spread out over a large distance and
use ICT. The current SCADA system includes a human-machine interface (HMI) for data processing and
administration, supervisory distributed computer control (SDCC) for data collecting and run processing,
and a remote terminal unit (RTU) for long-distance updates. The system is connected to the grid using
certain dedicated lines, and an internet subsystem.

2 Related Work

Offsite electrical energy distribution via nuclear power plant (NPP) [13] switchyards and the electrical
transmission grid has been considered as one of the safest and most dependable electrical energy
transmission options for safe work and accident mitigation at NPPs. The digital smart grid revolution and
application of digital smart grid technologies in operations has raised the grid's operating and design
requirements, including but not limited to safety, dependability, cybersecurity [14], and stability [15],
which includes nuclear power plants. The nuclear power plants come in the category of bulk generation
domain when evaluating the communications links and necessities of smart grid interoperability
requirements. It consists of the power transmission, operations, markets, and distribution unit, which
allows the transmission grid and distribution system to interact in the smart grid. Nuclear power stations
have the potential to produce clean energy industries and will be an integral part of the smart grid's future
infrastructure. Grid failures, natural disasters, terrorism, human factors, attackers, and other reasons can
cause disruptions [16] in smart grid operations. Therefore, it is essential to contemplate the security of the
smart grid and make strategies to avoid hardware and software vulnerabilities. FPGA chips have been
applied widely for 20 years for instrumentation and operation control in nuclear plant industries and
complex electronic devices [17]. The advantage of FPGA technology is that the safety assessment
techniques and risks in plant instrumentation and control can be experienced at a programmable platform.
Moreover, intelligent conditional monitoring techniques and neural networks can be used for plant
operations. Sparse auto-encoder [18] has been applied for feature extraction and dimensionality reduction.
The isolation forest is applied for the abnormality and anomaly monitoring in NPP. For the past 20 years,
FPGA chips have been widely used in nuclear plant sectors and complicated electronic equipment for
instrumentation and operation control. The FPGA was utilized in the power plant for GSM-based wireless
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monitoring [19] that enabled security and message authentication on the mobile that kept the boiler
temperature, pressure, and loads below the threshold limits.

The SCADA system [20] is in charge of keeping the underlying communication secure between
substations and the accompanying control center in the smart grid. Some security methods do not match
with the smart grid's full security standards when communication is taken place between customers and
substations. The design of appropriate authentication and the secured system is a difficult challenge due
to the complex nature of the smart grid and different security requirements. The group signature system
[21] is a widely used cryptographic base for privacy protection that does not expose the identity of the
user but does establish that the candidate is a valid user. A password-based authentication mechanism
was devised to strengthen the security of the smart grid [22], and it may be used not only on expandable
test sites but also on power plants, including nuclear power plants. The group signature scheme is an
anonymous signature technique in which the authenticator checks the group signature to see if the signer
is a member of a specific group, but does not have an idea who signed in. The advantage of FPGA is that
it provides faster switching in comparison to a programmable logic controller (PLC) and microcontrollers.
The cryptography-based encryption and decryption methods were used to protect the smart grid sensitive
data [23] from being altered or stolen. The key size and data size play an important role in the
cryptography-based operation. The cryptography algorithms have limited key lengths. The suitability of
the specific algorithm, hardware implementation in SACDA, and smart grid is a challenging task. In
many SCADA systems, the AES algorithm [24] has been demonstrated to be the optimal method for
hardware security. The 128-bit AES algorithm was realized on Spartan-3E FPGA with the complete detail
of hardware and timing parameters summary for smart grid security [25]. The AES implementation
approach and architecture influence chip hardware utilization, speed, performance, size, power
consumption, and security. Time authenticated cryptographic identity transmission (TACIT) algorithm
[26] was tested on the FPGA platform for 64-bit encryption and decryption. The algorithm was
successfully evaluated for on-grid parameters and nuclear plant operations using 64-bit and 128-bit key
sizes [27]. The AES encryption-based system hardware algorithm improves security and safety. In
comparison to the traditional AES method, the current AES algorithm with S-box [28] has demonstrated
good hardware and timing performance.

3 Proposed Solution

The smart power grids provide two-way networks that connect generators to consumers using cutting-
edge smart technology, assisting cities in their transition to low-carbon electricity sources while also
ensuring stable, reliable, and long-term energy supplies. SCADA systems are more sensitive to cyber-
attacks and data theft from the grid. Grid security can be improved by employing the notion of
cryptography, which encrypts and decrypts grid data using modern cryptography algorithms. The use of
such embedded hardware improves the confidentiality of the grid. In symmetric key algorithms, the
same key is used on both the sending and receiving ends, whereas, in asymmetric ley algorithms, the
private key is used on both sides. DES and AES are examples of symmetric key cryptography. Instead
of using the traditional AES technique, the modified multiplexer-based S-box approach can be
employed to save time and space while maintaining throughput. The problem statement of the research
work is to realize the latest multiplexed S-box-AES algorithm on FPGA hardware and analyze the
hardware performance for smart grid and plant applications.

3.1 AES Algorithm

AES [29] is a data encryption and decryption method that is used to offer security over a network. It was
one of the most popular algorithms given by NIST in 2001, and Rijndael gave its original name.
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The AES mathematical method was created by two well-known Belgian cryptographers, Vincent Rijmen
and Joan Daemen [30], and is based on the Rijndael block cipher method. They presented the method to NIST
during the AES selection process. The Rijndael structure is cryptography, cipher family that supports various
key, and block sizes. The AES algorithm is one of the most widely used symmetric encryption techniques. The
AES algorithm [31] is at least six times faster and more reliable than the previously introduced data encryption
standard (DES) and triple-DES [32]. Because the key length of the DES cryptographic method was so little, an
auxiliary algorithm was required so that computational power could be increased in hardware applications and
grid operation will become faster. The algorithm has been considered more susceptible in contradiction of
attacks and provides security with different key lengths. Fig. 3 depicts the AES encryption text processing
and procedure. The algorithm has the following features.
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Figure 3: Key expansion in AES [30]

The AES method is much stronger and faster than triple-DES [33].

It is based on symmetric block cipher technique [34] and key distribution is symmetric

The block data length is available up to 128-bit data, and key size is varying 128/192/256 bit [35].
Its architecture is scalable and provides full custom design specifics and particulars

The method can be implemented in hardware and software using Java, C, a hardware description
language (HDL) environment, and an integrated development environment (IDE).

The complete flow of the AES algorithm is shown in Fig. 4 which includes the actions of reading plain
text, adding a circular key, performing a sub-byte operation, shifting rows, mixing columns for one round
key, and proceeding to the last round of key. Fig. 5 depicts the 128-bit key operation using AES encryption.

Encryption

The AES encryption algorithm works on the rounding operation. The operation is completed in four sub-
processes. The initial circular or round operation is described as follows:

Byte-substitution (Sub-bytes): The algorithm is 6 bytes long and follows the fixed table of the S-box
matrix of the design. It creates a (4 X 4) matrix with four columns and four rows
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Figure 5: AES encryption process for 128-bit key [36]

Shift-rows: The elementary row of the matrix is moved to the left side. The descent off access after shift
operation is further considered from the right side. The shifting operation is followed as

No shift operation is considered in the initial row

The left shift process is considered for the 2" row and the data is shifted to the left position by a 1-byte
operation.

A similar process is followed for the third shifted row to the left side by 2-byte sequential processing.
e The 4™-row shift operation is done towards the left-hand side followed by 3-byte positions



TIASC, 2022, vol.34, no.l1 629

e This shift operation forms one matrix

e The new resultant matrix is formed by 16-bytes values generated by shifting the contents for one
another.

Mix-columns: The distinct mathematical operation is followed for 4-bytes in each column. This
procedure takes all 4-bytes of a single column as inputs and outputs entire new 4-bytes, which can
change the values in the main column. A new matrix with 16-bytes is created using this procedure. It
should be noted that none of these alternatives were used in the previous round.

Add-round-key-operation: The 128-bit block takes 16 bytes of operation, and the bitwise XOR
technique is used to extend the key length beyond 128-bit. The ciphertext is generated in the final round
process. The 128-bit result is treated as an additional 16 bytes, and a similar rounding operation is carried
out for the same length of key size and block data.

Decryption

The decryption process is carried out in the same way as the encryption process, except all phases are
carried out in the opposite direction. The first operation in the decryption procedure is the process that is
finished at the end of encryption. All four steps are well thought out in converse sequence for each
subsequent round. Add round key operation » mix columns » shift rows » byte substitution. All of the
steps in the decryption method are reversed, just like in AES encryption. Sub byte, shift row, mix
column, and Add round key [37] in regular rounds are the four major operations of the method. The
following features are taken into account in the hardware design

e Segregation of shift row transformation
e Pipelined structure for higher throughput with pipelining and parallel operation
e Design optimization to keep convenient stability between output and silicon area

Segregation of shift row transformation

It is unbiased direction-finding in the face of information and receipts that have no place in the design.
Shifting elementary contents from the design matrix achieves shift row segregation. It can be used instead of
calling components one by one from the data matrix in a sequential fashion. As a result, the one-step
operation is reduced by merging the two-step operations of shift-row and sub-byte. Fig. 6 depicts the
process of removing the shift row. In each round, the 16 elements are preserved one by one and saved
consecutively in a record file. The design is based on multiplexer selection, which is required to shift
numbers and elements from the recorded register file and deposit them sequentially into the S-box. The
row transformation of AES is shown in Fig. 7. The concept of sub byte transformation (S-box) is
possible to implement using LUT as shown in Fig. 8. It is a more efficient and well-organized technique
that may be used directly to implement the multiple contrary operations offered by an affine transformation.

The main prerequisite of AES is a high data rate. A high data rate is possible to achieve using pipelined
structure. Pipelining is not mandatory for complete rounds in encryption/decryption, but one foremost
limitation is that pipelining is only likely to be followed within each round. The next rounding operation
is possible only when the previous rounding operation is completed. The best suitable design and
architecture provide the best tradeoff between system clock frequency and Silicon space for larger
throughput.



630 TIASC, 2022, vol.34, no.l1

|
v

X16 H mnyg

> ¢
> -

Table
'l subbyte |J'

State State

Figure 6: Subbyte transformation [36]

A0 |As | as [A2H  No st

A1 |as |as a3 H| Cyclic shift-left by-1

A2 | a6 |alo|a1s [T Cyclic shift-left by-2

a3 a7 |an A15-!-> Cyclic shift-left by-3
S —————
3133

A0 | A4 | A8 JAL2

AS | A9 JAI3 | AL

A10 |Al4] A2 | A6

AlS5| A3 | A7 A1l

Figure 7: Row transformation

The S-box [38] transformation-based AES algorithm follows at least 16 clock cycles to complete the
process of 16 elements over the S-box, and it is expected to complete the operation in one cycle for one
element. There are four phases to each AES circular operation. The pipelined architecture provides the
scalability and completion structures inside each circular. The total number of cycles required for
10 rounds is roughly 220 cycles, with an AES encryption procedure for 128-bit block data and a 128-bit
key size. The chip silicon area can be reduced in this fashion, but good data throughput is sacrificed. In
the exciting stage, the complete 10 rounds can be accomplished within 44 cycles and corresponding
LUTs using the 16 S-box technique. High throughput is accomplished in this manner, even though a
substantial silicon area is lost. As a result, the algorithm must be designed to maintain a balance between
data flow and FPGA silicon area by incorporating four S-boxes (LUT). The encryption and decryption
procedure takes 90 clock cycles to complete.
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Figure 8: LUT with matrix [39]

4 S-Box Encryptor/Decryptor Architecture

Fig. 9 depicts the overall pipelined architecture for the AES algorithm encryptor. The primary finite state
machine (FSM) controller is linked to one register bank, multiplexer, S-box, latched pipelined register, mixed
column module, key expander, and add the round key component, all of which are part of the same controller
architecture. The user must provide the plain text to be transferred or encrypted in American Standard Code
for Information Interchange (ASCII) format, as well as the password to decrypt the encrypted ciphertext back
to the original plain text. As the user enters the key and plain text, the password expander component
increases the initial password supplied to it, making it more suitable for all rounds of encryption
algorithms. The encryption procedure begins after the key expansion phase is done. XOR operation is
used to do a pre-round procedure with the actual 128-bit input data and key value, and the corresponding
bit values are stored in register banks. The incomplete and remaining rounds of operation are finished as
the pre-round operation is completed. These circular operations are completed in the following manner.
The read data from the transitional register bank is used for four 32-bit multiplexers (4 x 1), and
multiplexer logic select-based data is delivered to the input of the S-box module. The S-box transforms
the data into consistent modified data and allows it to be combined with the column phase for further
processing [40]. The 32-bit data is provided by the mix column step, which is progressed with an average
matrix based on the method to give a 32-bit output. The result is now sent to the add round key module,
which also has the password memory for 32-bit input data. Both inputs of two 32-bit are logically
XORed with the help of this module and are their result is stored in the proceeding register bank further
for the subsequent round. Therefore, the pipelined architecture provides the platform in which all these
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four columns of the original proceeding matrix are achieved one afterward and others are keeping all the
components of the design fully busy. In the preceding round, the mix column level work is skipped and
the obtained values from the add round key are saved from the output of the ciphertext memory.

32-bit 8-bit

=
==

‘ Register Latched ‘
Bank Output

—

Selector

Figure 9: AES encryption architecture [40]

The FSM controller assists in the appropriate collection of the component and datapath for the round.
The controller module directs the key module's scheduling in such a way that the keys advance for the
round. The encryption procedure is completed in 88 cycles for 128-bit plain text or block and a 128-bit
key, excluding the 62 cycles necessary for the key development and expansion module. It is also
understood that the key expansion overhead is not becoming the cause of the degradation of the system
performance because the same generated key is used again and again for the input of a larger size. The
decryption module architecture is the reverse architecture of the encryption module. The best advantage
of the pipelining stages is that it increases the throughput of the AES system and the multiplexer-based S-
box matric implementation decreases the chip area without disturbing the throughput.

5 Results & Discussions

The hardware chip design and simulation are done in Xilinx ISE 14.7. The VHDL programming is used
for the same. The register transfer level (RTL) of the designed chip is shown in Fig. 10. The RTL depicts the
complete description of pins used in the chip configuration. The discussion of the pins is given in Tab. 1. The
Xilinx integrated synthesis environment simulator (ISIM) simulator is used to verify the functional
simulation for the grid data with 64-bit and 128-bit key sizes. Fig. 11 presents the simulation for 64-bit
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grid data and 64-bit key in binary and ASCII respectively. Figs. 12 and 13 presents the simulation for 128-bit
grid data and 128-bit key in binary and ASCII respectively.

smart_nuclear_grid
A

4

smart_nuclear grid

Figure 10: RTL view of the designed chip

Table 1: Pin function and utilization of the S-box AES embedded smart grid chip

Pins Description
Grid_data_in It presents the grid data input of 128-bit as the plaintext. The input data is considered
<127:0> 128-bit which is encrypted with changed key sizes (8-bit) to (128-bit).

Key <127:0> It presents the key input used for encryption and decryption. Different key sizes (8-bit
to 128-bit) are used for grid data processing and simulation.

CIk (1-bit) It presents the 1-bit clock signal input that is attached default to the FPGA,
considered with a 50% duty cycle in simulation.

Reset (1-bit) It is the 1-bit input pin used to reset the output, when reset =’1’, the put is zero and
synchronized with the clock signal.

Mode_input It is the 1-bit input used to provide the mode section option in the designed chip. Both

(1-bit) encryption and decryption modes are supported by the chip. If mode selection = ‘17,

the chip operates in encryption mode. Otherwise, if mode selection = ‘0, the chip
operates in decryption mode. The encryption and decryption operations are clock-

dependent.
Grid_cipher_text The 128-bit ciphertext is generated by decrypting the Grid data in with key size
<127:0> (128-bit) at the transmitting end.
Grid_data_out It is the 128-bit output from the AES decryption module, obtained after the execution
<127:0> of all steps for S-box AES decryption with grid data.
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Figure 11: Xilinx ISIM simulation for key (64-bit) and grid data (64-bit) in binary and ASCII
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The chip design, waveform simulation, and FPGA synthesis are the main steps in the research
methodology. The chip is followed using VHDL languages in the Xilinx software to see the RTL, inter
schematic view, and view hardware synthesis report. The ISIM simulator from Xilinx is used to view
the waveform using the integrated waveform simulator, which ensures that the chip is working. In the
software environment, the test cases are simulated, and FPGA parameters are taken directly from the
synthesis report. The tool includes all need to know about logic design, synthesis, simulation, verification,
and timing analysis.

The Xilinx software-hardware utilization report is extracted that provides the hardware detail for the
targeted FPGA device. The hardware parameters [41] are the number of slices, 4-input LUTs, bounded
input/output block (IoB), flip-flops, global clock (GCLK), and chip memory (KB) utilized in the design.
The timing report includes the detail of time parameters required for chip timing information [42] about
minimum clock period (ns), minimum time (ns) necessary before the clock, maximum time (ns) after the
clock signal, maximum frequency (MHz), and combinational path delay (ns) that include routing and
logic delay [43]. The performance of the S-box AES is analyzed on the Vitex-5 FPGA hardware for these
parameters. The synthesis parameters [44] are taken directly from the software [45]. Tabs. 2 and 3 present
the detail of hardware usage and timing for the designed chip.

Figs. 14 and 15 show the graphs corresponding to the usage of hardware resources and timing-related
metrics for various key sizes (8-bit, 16-bit, 32-bit, 64-bit, and 128-bit). The grid data is validated byte by byte
on LEDs of the Virtex-5 FPGA. The simulation is carried at grid data assumptions: Primary voltage =220V,
secondary voltage =140V, frequency =50 Hz, grid temperature=60C, and Power=15W are the grid
characteristics used in the simulation.
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Table 2: FPGA device synthesis report for S-box AES embedded smart grid hardware chip

Key size/parameter 8-bit 16-bit 32-bit 64-bit 128-bit
Slices 218 248 275 282 296
Slice flip-flops 212 220 242 251 262
LUTs 58 64 72 82 88
Bounded 10Bs 130 130 130 130 130
GCLKs 1 1 1 1 1

Table 3: Timing report for S-box AES embedded smart grid hardware chip

Key size/timing parameter 8-bit 16-bit 32-bit 64-bit 128-bit
Frequency support (MHz) 228.00 300.00 335.00 360.00 395.00
Minimum period (ns) 1.1720 1.3491 1.7132 1.9086 1.9518
Minimum time before clk(ns) 3.2412 3.6523 3.9127 4.0612 4.2915
Maximum time after clock(ns) 5.162 5.5410 5.9600 6.0125 6.1290
Combinational delay(ns) 9.172 9.4517 9.8720 10.1290 10.5510
Memory usage (kB) 251295 284652 423752 729536 953216
Speed grade =5 =5 =5 =5 =5
300 -
250
< 200 /é Slices
E 150 /E = Flipflops
:E-;) % —— ®LUTs
100 1 j ———  =]OBs
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Figure 14: FPGA parameters as an overview of hardware

The hardware simulation results predicted that the utilization is enhancing with the change in key size 8-
bit to 128-bit and grid data. For 8-bit, 16-bit, 32-bit, 64-bit, and 128-bit, the slices utilization is 218, 248, 275,
282, and 296. In the same way, the timing parameters utilization is also increasing with the key size and grid
data. The memory utilization is also increasing from 251295 to 953216 kB for 8-bit to the 128-bit key value.
The FPGA synthesis results show that the designed chip is applicable for smart communication and faster
switching in the grid.
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Timing Summary
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Figure 15: Utilization of timing-related parameters

6 Conclusions

Smart grids are built on new technology such as the internet of things (IoT) and artificial intelligence
(AlD), in which computers and gadgets are connected over the internet and work dynamically to share
data, collect information, and improve automated processes and operational efficiency. In real-time,
SCADA systems follow different communication protocols. The SCADA system is beneficial to facilities
and industries that rely on control. The grid data is processed by the automated subsystem, which accepts
commands. The smart grid cybersecurity hardware should handle potential risks from disgruntled
employees, intelligence operations, and terrorists, as well as software failure vulnerabilities. The hardware
chip integration of the S-box AES algorithm was successfully designed utilizing smart grid processing
data, and communication was validated on the FPGA-Virtex-5. The main contribution is to design the S-
Box AES hardware chip that can be embedded for grid security in real-time and the chip performance is
studied based on FPGA hardware with the different key sizes and grid data (8-bit) to (128-bit). The grid
supports the frequency of 395 MHz for 128-bit data communication integrated with AES. The most
significant benefit of S-Box AES is that it can be implemented in both software and hardware. By
inserting the developed chip in the grid communication system, the security of the smart grid SCADA
system can be improved. FPGA hardware can process grid data and offer a safe and secure
communication infrastructure between the distribution system and the client, or vice versa. In the future,
we can integrate the concept of data compression and video processing in real-time with a larger size of
grid data and key with the real-time operating system.
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