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Abstract: Most of the recent works on network science are focused on investi-
gating various interactions among a set of entities present in a system that can be
represented by multiplex network. Each type of relationship is treated as a layer
of multiplex network. Some of the recent works on multiplex networks are
focused on deriving layer similarity from node similarity where node similarity
is evaluated using neighborhood similarity measures like cosine similarity and
Jaccard similarity. But this type of analysis lacks in finding the set of nodes hav-
ing the same influence in both the network. The discovery of influence similarity
between the layers of multiplex networks helps in strategizing cascade effect,
influence maximization, network controllability, etc. Towards this end, this
paper proposes a pairwise similarity evaluation of layers based on a set of
common core nodes of the layers. It considers the number of nodes present in
the common core set, the average clustering coefficient of the common core
set, and fractional influence capacity of the common core set to quantify layer
similarity. The experiment is carried out on three real multiplex networks. As
the proposed notion of similarity uses a different aspect of layer similarity than
the existing one, a low positive correlation (close to non-correlation) is found
between the proposed and existing approach of layer similarity. The result
demonstrates that the degree of coreness difference is less for the datasets in
the proposed method than the existing one. The existing method reports the
coreness difference to be 40% and 18.4% for the datasets CS-AARHUS and
EU-AIR TRANSPORTATION MULTIPLEX respectively whereas it is found
to be 20% and 8.1% using proposed approach.
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1 Introduction

The recent works on network science [1–4] witness a shift in the focus of network science research
from single layer to multilayer network as the researchers are interested to address more challenging
issues like: What are the important nodes present in the network according to different types of
relationships? Is the influence pattern of the different network same? Likewise, Is the influence in two
different networks can be controlled by regulating some common nodes? Such questions can be
answered efficiently if effective modelling of the multilayer structure is possible. The advancement in
graph theory has made this task easy and effective that represents the whole multilayer network as
multiple graphs, where each graph represents a layer of multilayer network. Multiplex network is a
kind of multilayer network where the nodes in all layers remain same, but the connection pattern
varies. This paper addresses a core-based approach to define layer similarity that is different from the
work reported recently [5]. Zhang et al. [5] reported a cosine-based similarity measure for computing
layer similarity. Their proposal works in two phases: At first, similarity between the nodes is measured
then the node similarities are aggregated to yield layer similarity. The proposal is unable to depict
the influence similarity between the two layers that finds the set of nodes from the two layers having
same influence in both the layers. This measure is important because by addressing this issue common
influence capacity of important nodes can be understood. Hence, this can be used to strategize
influence maximization, influence controllability, etc.

As the study on monoplex network [4] reported existence of core-periphery structure [6] in real world
network, the core of such networks plays an important role in maximizing the diffusion in the network [7]. In
multiplex network, each layer has its own core-periphery structure. Hence, the dynamics of diffusion varies
from layer to layer if the cores are chosen as seed of diffusion process. This is due to the fact that different
layers may have different nodes in their cores, even though two layers have same core, the diffusion may
differ due to the connection pattern. But if the common core nodes of two layers are found to have
relatively same capacity of diffusion, then it is helpful in strategizing the influence in both the network
and can be useful in measuring layer similarity. Towards this end, this paper proposes a pairwise layer
similarity approach based on the common core set of nodes that is the set of nodes present in both the
layers. To evaluate layer similarity between two layers, three parameters: number of nodes in the
common core, average clustering coefficient of common core and factional influence capacity are
combined. The Independent Cascade Model (ICM) [8,9] is used to find the influence capacity of a
common core set in both the layers. The experiment is carried out on three real multiplex networks. The
pair of layers are arranged as per the proposed layer similarity value. We establish a correlation between
the proposed core-based similarity measure and existing neighborhood-based similarity measure and find
a low degree of positive correlation that is closer to non-correlation. As the two measures uses two
different notions, the correlation is negligible. Also, we show that the proposed approach preserves high
coreness similarity as degree of coreness difference is found to be less in the proposed method than that
of the existing method [5].

The remaining part of the paper is organized as follows. The related works are discussed in Section 2.
Section 3 covers the basic background knowledge. The concept of multiplex network with problem statement
is placed in Section 4. The detailed methodology of the proposed layer similarity is discussed in Section 5.
Results and discussion are employed in Section 6. Section 7 concludes the paper.

2 Related Works

The application of network science has impacted most of the research domains like biological science,
social science, computer science, epidemiology, etc. The aspect of study in network science is generally
different from the recent approaches adopted in computer networks [10–13]. Here, the focus is basically
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on understanding and analyzing connection structure. The recent study on network science has shown its
application in understanding social interactions between the insects [14]. But the extension of monoplex
graph to multiplex graph analysis is even more promising to explore the multi relational aspect of same
entities. The application of multiplex network is found in neuronal structure modeling [15], movie
network modeling [3], disease modeling [2], etc.

Iacovacci et al. [16] proposed an information theoretic approach to discover interlayer networks of a
multiplex network. Liu et al. [17] used Unaware-Aware-Unaware (UAU)-Susceptible-Infected-Susceptible
(SIS) model to explore the interaction between propagation of awareness and risk in research and
development network. Mondragon et al. [18] discussed multilink characterization of multiplex network
with an application to community detection. The spectral analysis to understand diffusion is discussed in
[19,20]. Jalan et al. [4] reported Principal Eigen Vector (PEV) localization of multiplex network by
changing the connections of a single layer.

The quantification of layer similarity in multiplex network is reported in [5,21,22]. Brodka et al. [21]
presented a taxonomy for quantifying layer similarity. Node and layer level diversity/similarity is discussed
in [5,22]. Recent literature shows the application of similarity measure for link prediction in multiplex
network [23–26], where the objective is to predict the unknown/missing links of the target layer from the
information of other layers. Hence, effective approach of similarity measure is essential. Zhang et al. [5]
proposed a neighborhood-based node similarity that leads to the calculation of layer similarity. In this
context, this paper focuses on devising a new similarity measure based of influence/diffusion.

3 Basic Concepts

In this section, three important concepts: k-shell decomposition of an undirected graph, Monte-Carlo
algorithm, and Independent Cascade Model (ICM) are discussed. It builds a foundation for understanding
the proposed approach.

3.1 K-shell Decomposition

This approach divides the nodes present in a graph into different shells [27]. Let us consider dmin as
minimum degree and dmax as maximum degree. At first, the nodes with minimum degree dmin are
deleted and put into a shell dmin. For each neighbor j of a node i in shell dmin, if by deleting i from
the graph the degree of j goes down to dmin or less than dmin then node j is deleted and included in
the shell dmin. Then next dmin is selected from the residual graph i.e., the graph generated after
deletion of i. Likewise, the process continues until the graph is empty. This process is implemented
on a copy of the original graph rather than the original graph. In this paper, k-shell decomposition
of an undirected network is used.

3.2 Monte-Carlo Algorithm and Independent Cascade Model

Monte-Carlo algorithm [28] is a type of randomized algorithm that produces different results for the
same inputs over different runs. It uses probabilistic approach to do the evaluation. ICM [27,28] follows
this approach. In ICM, the seed set of nodes are considered as initial affected nodes, then all seed affects
their neighbors with a probability p. The influenced neighbors are included in the affected set. The
recently affected neighbors influence their neighbors with a probability p and this process continues until
all nodes are visited. Each node gets only a single chance to influence its neighbor. Because it uses a
probabilistic approach to influence neighbors, the number of nodes affected by the same seed over
different runs may differ. Hence, an average over m runs is considered as the influence capacity of the
given seed set.
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4 Multiplex Network and Problem Statement

4.1 Multiplex Network

A multiplex network can be considered asM (L, V, E), where L is the set of layers L = {Layer 1, Layer 2,
…, Layer m}. V is the set of vertices/nodes {1, 2, 3,… n}. E is the set of edges and E ⊆ L × V × V. Here, the
edges are considered to be undirected. This proposal considers only intra layer edges and inter layer edges are
not considered. A pictorial representation is given in Fig. 1.

4.2 Problem Statement

The approach proposed in [5] uses cosine similarity of nodes present in two different layers and
aggregates it in layer level to find similarity between two layers. Their methodology uses a
neighborhood-based similarity measure, and it is executed for each and every node. It measures the
degree of neighborhood similarity observed by the same node in two different layers. Unlike this
proposal, a different notion of layer similarity is used that is not based on neighborhood structure also
doesn’t consider all the nodes. Rather the proposed methodology of this paper considers only the
common core nodes for evaluation.

Here, a new measure for layer similarity between layers is proposed that is based on number of common
cores, average clustering coefficient of common core, and influence capacity of common core. It computes
the layer similarity between all possible pair of layers present in the multiplex network M.

5 Methodology

The proposed approach is a combination of three concepts i.e., core, clustering coefficient, and
influence/diffusion capacity. The overall approach can be carried out through Algorithm 1, the same is
represented via a flowchart in Fig. 2 for clear understanding. Algorithm 1 is computed for all pairs of
layers. The steps of the Algorithm 1 are described in the subsequent subsections.

Figure 1: Multiplex network
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Algorithm 1: Compute_Layer_Similarity (M, Li, Lj)

Input: -M ← Multilayer Network

Li ← ith layer of M

Lj ← jth layer of M

Output: -Similarity between Li and Lj

1. Find the common core set S between the pair of layers (Li, Lj) and compute coreness similarity between Li
and Lj i.e., Coreness SimðLi; LjÞ.
2. Compute the Average Clustering Coefficient (ACC) of core set S for both Li and Lj i.e., ACC (S, Li) and
ACC (S, Lj) and find similarity of two layers according to ACC.

3. Compute Fractional Influence Capacity (FIC) of S for both Li and Lj i.e., FIC (S, Li) and FIC (S, Li) and
find similarity of two layers according to FIC.

4. Combine the values of coreness similarity, ACC similarity, and FIC similarity to compute similarity
between layers Li and Lj i.e., Sim_Layer (Li, Lj).

5. Return Sim_Layer (Li, Lj).

5.1 Common Core and Coreness Similarity

The core set of a layer Lk is denoted as Coreset(Lk) i.e., set of nodes present in the core of the layer Lk
generated from k-shell decomposition [27] of the layer Lk. The set of common core nodes S between the cores
of two layers Li and Lj is the set of nodes present in the core of core-periphery structure of both Li and Lj.

Coreness similarity between two layers Li and Lj is denoted as Coreness SimðLi; LjÞ that can be
assigned with a score by using

Figure 2: Flow of overall work
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Coreness SimðLi; LjÞ ¼ jSj
jCoresetðLiÞ [ CoresetðLjÞj ; (1)

where S = CoresetðLiÞ \ CoresetðLjÞ. The numerator of Eq. (1) is the cardinality of S, and the denominator
is the cardinality of the union of Coreset(Li) and Coreset(Lj). This score can be calculated for all pairs of
layers.

5.2 Average Clustering Coefficient of Common Core

Clustering Coefficient [21] of a node v measures how closely the neighbors of v are connected. It can be
computed as:

CCðvÞ ¼ k

jneighðvÞjC2

; (2)

where k is the actual number of edges between the neighbors of v and jneighðvÞjC2
is the maximum number of

edges possible between neighbors of v, neigh(v) is the set of neighbors of v.

Average Clustering Coefficient (ACC) of the common core set S of layers Li and Lj i.e.,
S ¼ coresetðLiÞ \c oreset ðLjÞ is the average of Clustering Coefficients of the nodes in S. This can be
computed for a layer Li using

ACCðS; LiÞ ¼
P

v2S CCðv; LiÞ
jSj ; (3)

where CC(v, Li) is the Clustering Coefficient of v in layer Li and | S | is the number of common nodes of layers
Li and Lj. The ACC similarity between two layers Li and Lj can be defined as:

ACC SimðLi; LjÞ ¼ minðACCðS; LiÞ; ACCðS; LjÞÞ; (4)

where min(ACC(S, Li), ACC(S, Lj)) is the minimum of the average clustering coefficient of S found in Li and
Lj. Here, the minimum value of both the components is considered as this degree of similarity must be
observed in both the layers. This can be calculated for all pairs of layers.

5.3 Fractional Influence Capacity of Common Core

The influence of a set of nodes is computed by using Independent Cascade Model (ICM) [8] that is
similar to Susceptible-Infected (SI) model [17]. At first, all common core nodes (set S) are assumed to be
in infected state (seed set) and rest nodes of the layer Li is in susceptible state. The recently infected node
can influence its neighbors with a predefined probability p. The infected node gets a single chance to
influence/infect its neighbor. The set of total infected nodes is called as cascade set of the common core
set S and the cardinality of cascade set is called as cascade capacity (CaC). The average of CaCs over m
runs is considered as the Influence Capacity (InC) of the common core in layer Li. Because it obeys
Monte-Carlo simulation [28] and produces different cascade capacity in different run. InC for set S in
layer Li can be computed as:

InCðS; LiÞ ¼
Pm

k¼1 CaCkðS; LiÞ
m

; (5)

where CaCk(S, Li) represents the k
th cascade capacity of set S in layer Li.

To make the comparison between the influence capacities of common core set S in two different layers Li
and Lj, it is better to compute Fractional Influence Capacity (FIC) that finds the fraction of nodes of the
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overall nodes in a layer is influenced by the seed set. Because the connection structure of layers in a multiplex
network is different. FIC for set S in layer Li can be computed using

FICðS; LiÞ ¼ InCð S; LiÞ
NðLiÞ ; (6)

where InC(S, Li) represents influence capacity of set S in layer Li, N(Li) is the number of nodes in layer Li.
Though the number of nodes present in multiplex network remains same in all layers, the nodes may exhibit
different connection patterns in different layers. Hence, the number nodes in the largest connected
component of different layers varies. The FIC similarity between two layers Li and Lj can be defined as:

FIC SimðLi; LjÞ ¼ minðFICðS; LiÞ; FICðS; LjÞÞ; (7)

where min(FIC(S, Li), FIC(S, Lj)) i.e., the minimum of the fractional influence capacity of S found in Li and
Lj. The minimum value of both the components is considered as it is observed in FICs of both the layers. This
can be extended for all pairs of layers.

5.4 Computation of Layer Similarity

The computation of layer similarity between two layers combines three notions of similarity i.e.,
coreness similarity, average clustering coefficient, and fractional influence capacity. The similarity
between two layers Li and Lj i.e., Sim_Layer (Li, Lj) can be computed as:

Sim LayerðLi; LjÞ ¼ 1

3
ð Coreness SimðLi; LjÞ þ ACC SimðLi; LjÞ þ FIC SimðLi; LjÞÞ; (8)

where Coreness SimðLi; LjÞ is the coreness similarity, ACC SimðLi; LjÞ is the average clustering coefficient
similarity and FIC SimðLi; LjÞ is the fractional influence capacity similarity between Li and Lj. As the values
of Coreness SimðLi; LjÞ, ACC SimðLi; LjÞ, and FIC SimðLi; LjÞ are present in range [0, 1], the summation
of three may exceed 1. To normalize the resultant value, the summation result is multiplied with a factor 1

3 .
This same calculation can be obtained for all pairs of layers. This measure is symmetric in nature that is
Sim_Layer (Li, Lj) = Sim_Layer (Lj, Li) because all its three components are symmetric.

6 Results and Discussion

This section presents analysis on the results obtained from the implementation of proposed and existing
approaches. The experiments are done by the help of Intel(R) Core(TM) i7-4770 processor (2.40 GHz) with
4GB memory. The programs are written in python and networkx is used as a major tool. Networkx tool is a
very powerful tool with enrich set of functionalities that not only provides proper graph visualization but also
provides efficient graph programming framework. It is compatible to work with the graph datasets exported
from external sources and internal datasets. Models like Erdos-Renyi, Barabasi-Albert, etc [9]. are available
for constructing the graph dataset from generative models. In this paper, the graph datasets are collected from
external sources and analyzed.

Dataset The experiment includes three real-world multiplex networks: PEDGETT FLORENTINE
FAMILIES [29], CS-AARHUS [30], and EU-AIR TRANSPORTATION MULTIPLEX [31].

PEDGETT FLORENTINE FAMILIES is a 2-layer network where two layers are marriage alliances
(Layer 1) and business relationships (Layer 2). It contains 16 nodes and 35 edges. Likewise, the CS-
AARHUS is a 5 layered network where the layers are Facebook (Layer 1), Leisure (Layer 2), Work
(Layer 3), Co-authorship (Layer 4), and Lunch (Layer 5). It contains 61 nodes and 620 edges. The third
network EU-AIR TRANSPORTATION MULTIPLEX is a 37 layered network where each layer
represents the connection pattern found as per a particular transport service. It has 450 nodes and 3588 edges.
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In all the networks the number of nodes remain same in all the layers, whereas the number of edges differ
from layer to layer. The total number edges are the sum of number of edges in different layers.

6.1 Illustration with a 2-Layered Network

A complete step-by-step evaluation of the proposed approach is presented for the PEDGETT
FLORENTINE FAMILIES dataset. This two-layer multiplex network is shown in Fig. 3. Though the
number of nodes is 16, not all the nodes are present in all layers. If a node is not shown in a layer, then it
means it is not associated (remain isolated) to any of the other nodes according to the underlying
relationship of that layer. The overall process of evaluation is as follows:

1. In Layer 1 (L1) and Layer 2 (L2), the list of core nodes is [9, 2, 7, 3, 5, 4, 11, 15, 16, 13] and [3, 5, 6, 9,
11, 4, 7, 8] respectively. The common set of nodes S between L1 and L2 is [3, 4, 5, 7, 9, 11], and union
between the two lists is [2, 3, 4, 5, 6, 7, 8, 9, 11, 13, 15, 16]. The Coreness SimðL1; L2Þ ¼ 0:5 by
using Eq. (1).

2. The value of ACC SimðLi; LjÞ is found to be 0.233 using Eq. (4).

3. The value of FIC SimðLi; LjÞ (with p = 0.5 and m = 100) is found to be 0.73 using Eq. (7).

4. By substituting above values in Eq. (8) the Sim LayerðL1; L2Þ ¼ 1
3 ð0:5þ 0:233þ 0:73Þ ¼ 0:48.

6.2 Existing Approach

Existing approach of layer similarity proposed in [5] is considered that works in two steps: (i) Similarity
between the same node k present in two different layer Li and Lj is evaluated using neighborhood-based
similarity. (ii) The average of node similarity of all nodes of layer Li and Lj defines layer similarity. The
existing method uses cosine similarity to evaluate node similarity. Here, Jaccard coefficient [2] based
node similarity is used in place of cosine similarity. The existing approach with Jaccard coefficient
follows the given steps.

Figure 3: PEDGETT FLORENTINE FAMILIES 2-layer network
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1. Jaccard coefficient of node k between two different layer Li and Lj can be computed using

Jaccard Coef ðk; Li; LjÞ ¼ jneighðk; LiÞ \ neighðk; LjÞj
jneighðk; LiÞ [ neighðk; LjÞj ; (9)

where neigh(k, Li) is the set of neighbors of node k in layer Li and neigh(k, Lj) is the set of neighbors
of node k in layer Lj.

2. Similarity between two layers Li and Lj can be evaluated by using

L SimðLi; LjÞ ¼
Pn

k¼1 Jaccard Coef ðk; Li; LjÞ
n

: (10)

6.3 Correlation Analysis

The correlation between the proposed similarity measure Sim LayerðLi; LjÞ and existing approach
L SimðLi; LjÞ is evaluated using Pearson’s Correlation [32] as:

P CorrðSim LayerðLi; LjÞ; L SimðLi; LjÞÞ

¼
PðSim LayerðLi; LjÞ � Sim LayerðLi; LjÞÞ ð L SimðLi; LjÞ � L SimðLi; LjÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP ðSim LayerðLi; LjÞ � Sim LayerðLi; LjÞÞ2

P ð L SimðLi; LjÞ � L SimðLi; LjÞÞ2
q (11)

where Sim LayerðLi; LjÞ is the mean of all observations of Sim LayerðLi; LjÞ and L SimðLi; LjÞ is the mean
of all L SimðLi; LjÞ.

6.4 Evaluation on Network with More Than 2 Layers

The datasets CS-AARHUS and EU-AIR TRANSPORTATIONMULTIPLEX are considered with 5 and
37 layers respectively.

In CS-AARHUS, all 10 pairs ( 5�4
2 ) of layer similarities are evaluated using both proposed approach and

existing neighborhood approach of similarity (defined in Section 6.2). The value of Sim LayerðLi; LjÞ with all
its three components’ value are placed in Tab. 1, to compute FIC SimðLi; LjÞ the p value is set to 0.5 andm is
set to 100. Also, the L SimðLi; LjÞ value is recorded for all 10 pairs of layers. In Fig. 4, the pairs of layers are
ranked in descending order of Sim LayerðLi; LjÞ value. To establish the correlation coefficient between
Sim LayerðLi; LjÞ and L SimðLi; LjÞ, Eq. (11) is used. In CS-AARHUS, P CorrðSim LayerðLi; LjÞ;
L SimðLi; LjÞÞ is calculated to be 0.0228. That shows a very less positive correlation between
Sim LayerðLi; LjÞ and L SimðLi; LjÞ that is closer towards non-correlation. It is very clearly observed
from Figs. 4 and 5 that there is a mismatch in the ranking of pair of layers according to Sim LayerðLi; LjÞ
and L SimðLi; LjÞ. Hence, a low degree of positive correlation is obtained.

In EU-AIR TRANSPORTATION MULTIPLEX, it is difficult to show the evaluation of layer similarity
between all 666 pairs (37�36

2 ). Tab. 2 shows only top 20 pairs as per Sim LayerðLi; LjÞ value with its three
components i.e., Coreness SimðLi; LjÞ, ACC SimðLi; LjÞ, and FIC SimðLi; LjÞ (with p = 0.5 and
m = 100). Also, the layer similarity for these pairs is shown for the existing L SimðLi; LjÞ measure. The
Pearson’s coefficient between the two measures is computed by considering all 666 pairs. The
P CorrðSim LayerðLi; LjÞ; L SimðLi; LjÞÞ is computed to be 0.234 that shows a low degree of positive
correlation and closer to non-correlation. Like CS-AARHUS, here also a mismatch is observed in ranking
of pair of layers between Sim LayerðLi; LjÞ and L SimðLi; LjÞ (Tab. 2).
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Table 1: Evaluation on CS-AARHUS dataset

Pair of
layers

Coreness SimðLi; LjÞ
Eq. (1)

ACC SimðLi; LjÞ
Eq. (4)

FIC SimðLi; LjÞ
p = 0.5, m = 100
Eq. (7)

Sim LayerðLi; LjÞ
(Proposed) Eq. (8)

L SimðLi; LjÞ
(Existing)
Eq. (10)

(1, 2) 0.3157 0.735 0.8166 0.6225 0.2530

(1, 3) 0.1333 0.8452 0.16 0.3795 0.1586

(1, 4) 0.3125 0.3952 0.6382 0.4486 0.3227

(1, 5) 0.0714 0.4146 0.8 0.4287 0.3585

(2, 3) 0.3 0.58 0.36 0.4133 0.1649

(2, 4) 0.25 0.3644 0.6382 0.4175 0.2285

(2, 5) 0.3 0.2784 0.8833 0.4872 0.2429

(3, 4) 0.2222 0.38 0.28 0.294 0.2695

(3, 5) 0.0689 0.1833 0.28 0.1774 0.2569

(4, 5) 0.0937 0.2936 0.6595 0.3489 0.2868

0.6225

0.4872
0.44860.42870.41750.4133
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0.3489
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Figure 4: Ranked Sim LayerðLi LjÞ of CS-AARHUS
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Figure 5: Ranked L SimðLi LjÞ of CS-AARHUS
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This low positive correlation in these two datasets confirms that these two different notions of similarity
have their own importance. This proposal emphasizes more on influence and information diffusion aspect
whereas the existing method deals with neighborhood structure.

6.4 Degree of Coreness Difference

The evaluation metric, Degree of coreness difference describes the difference in the common core set in
two layers as

Coreness dif ðLi; LjÞ ¼ 1� Coreness SimðLi; LjÞ (12)

Fig. 6 shows the number of pairs having degree coreness difference > 0.5 but depicts high degree of
layer similarity according to Existing method [5] and Proposed method for both multiplex network
datasets under consideration. It is found to be high in case of Existing method [5]. As the proposed
method preserves a high degree of coreness similarity, it reports less degree of difference. Again, the %
representation of the same is defined using

Coreness dif ðLi; LjÞð%Þ ¼ Coreness dif ðLi; LjÞ � 100 : (13)

Table 2: Top 20 pairs as per Sim LayerðLi; LjÞ value in EU-AIRTRANSPORTATIONMULTIPLEX dataset

Pair of
layers

Coreness SimðLi; LjÞ
Eq. (1)

ACC SimðLi; LjÞ
Eq. (4)

FIC SimðLi; LjÞ
p = 0.5, m = 100
Eq. (7)

Sim LayerðLi; LjÞ
(Proposed) (ranked)
Eq. (8)

L SimðLi; LjÞ
(Existing)
Eq. (10)

(30, 37) 0.6666 0.2161 0.5675 0.4834 0.5781

(21, 22) 0.4375 0.2707 0.6458 0.4513 0.0214

(3, 21) 0.2758 0.36 0.6944 0.4434 0.0161

(3, 15) 0.0714 0.488 0.7674 0.4423 0.0195

(13, 24) 0.0833 0.6666 0.5227 0.4242 0.0125

(8, 21) 0.05 0.6666 0.5555 0.424 0.0

(1, 21) 0.1 0.5 0.6666 0.4222 0.0034

(13, 17) 0.1111 0.6666 0.4761 0.4179 0.0

(11, 32) 0.0833 0.6666 0.5 0.4166 0.0

(24, 32) 0.0714 0.6666 0.5094 0.4158 0.0085

(8, 14) 0.0666 0.8333 0.3432 0.4144 0.0

(3, 6) 0.0588 0.4333 0.7466 0.4129 0.002

(31, 33) 0.4528 0.0 0.7857 0.4128 0.002

(12, 32) 0.2222 0.5 0.5142 0.4124 0.0178

(11, 24) 0.0909 0.6666 0.4791 0.4122 0.0

(14, 29) 0.1428 0.6 0.4925 0.4117 0.0041

(2, 21) 0.2222 0.3179 0.6944 0.4115 0.0807

(6, 21) 0.074 0.4455 0.6944 0.4046 0.0192

(1, 8) 0.1818 0.38 0.6515 0.4044 0.014

(2, 3) 0.186 0.252 0.7676 0.4019 0.0242
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Fig. 7 shows the Coreness dif ðLi; LjÞðÞ for both Existing method [5] and Proposed method (for both
multiplex network datasets under consideration). The percentage of dissimilarity/difference is found to be
less in the proposed method in comparison to the existing method. The coreness difference is found to be
40% and 18.4% for CS-AARHUS and EU-AIR TRANSPORTATION MULTIPLEX respectively by using
existing method, whereas this difference is reported to be 20% and 8.1% for these two datasets using
proposed approach.

6.5 Application of the Layer Similarity

As multiplex network captures multiple relationships among the same set of users, it provides a multi
view analysis framework for the same. The computation of layer similarity can be applicable in the task
of link prediction. In link prediction [23–26], from different layers of multiplex network, one layer is
chosen as target layer. The links of the target layer are categorized into train links and test links. The
layer similarity is used to find the similar layers with the target layer and those layers are used for
training the model. After training, the accuracy of the model is tested using the test links. Model that
passes through testing is used for predicting the missing/upcoming links of the target layer.

7 Conclusions

This paper proposes a core-based approach to define pairwise layer similarity in a multiplex network. It
aggregates the three parameters i.e., number of common cores, average clustering coefficient of common
core and fractional influence capacity of common core. This proposal presents a different notion of layer
similarity than existing neighborhood-based similarity. The results show a low level of positive
correlation between proposed measure Sim LayerðLi; LjÞ and existing measure L SimðLi; LjÞ. Rather the
correlation is found to be closer towards non-correlation. The proposed approach shows less coreness

Figure 6: Number of pairs with degree of coreness difference > 0.5

Figure 7: Degree of coreness difference in (%)
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difference than the existing approach. The coreness difference is found to be 40% and 18.4% for CS-
AARHUS and EU-AIR TRANSPORTATION MULTIPLEX respectively by using existing method,
whereas this difference is reduced to 20% and 8.1% for these two datasets using proposed approach. This
study can be extended further to define some other aspects of layer similarity. The hybridization of
several aspects may be helpful in such formulations.
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